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The article considers a model to forecast electrical energy consumption on the basis of
the forecasting algorithm with the division of the maximal similarity sample into positive
and negative levels with different approximation equations for positive and negative values.
Model is tested with actual daily data of United Energy System of the Wholesale Electrical
Energy and Power Market in Russia. Namely, we use Ural United Energy System data
from 2009 to 2015. Based on the proposed algorithm, a forecast for the first five days of
January 2016 is obtained. A forecasting error achieves 0.98% during test. We substantiate
and describe step by step an algorithm to construct a model to forecast a time series. Such
algorithm is more stable for stationary series. Therefore pre-time we bring a time series
of electrical energy consumption to a stationary form. To this end, we find variances of
the original time series of electrical energy consumption. The proposed scientific tools are
recommended in the operating activity of electrical energy subjects for short-term forecast
of the basic parameters of the Energy Market to reduce the penalties by improving the
forecasting accuracy.

Keywords: forecasting models, main parameters, Energy Market, maximal similarity

sample.

Introduction

Nowadays, the electrical energy is one of the leading sectors of Russian economy.
The share of electrical energy in the country’s GDP is about 10%. By electrical energy
production, Russia is on the 4th place in the world after China, USA and India. In 2015,
the production volume was 1.064 trillion kW o h, and the production growth achieved
0.3% [1].

The volume of electrical energy, which is sold in the framework of bilateral agreements
and the market in the "day-ahead" forms the planned consumption of electrical energy.
However, the actual consumption is inevitably differ from the planned consumption [2].
The trade of variances from planned production/consumption is on the balancing market
in the real time. In this case the system operator (OJSC "SO UES") conducts an
additional competitive selection of suppliers applications. Note that the operator takes
into account the forecast consumption in the energy system, the economic efficiency of
stations employment and system reliability requirements [3].

The variance between the actual consumption and the planned consumption is qualified
by own or external initiatives. Own initiative arises due to actions of market participants
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(customer or supplier). External initiative arises as a result of either commands of the
System Operator or an accident that led to the forced change of the electrical energy
production or consumption regime. On order to determine a cost of the variances for
different types of initiatives we use formulas (cuttings), calculated for each hour of the
day for each node of the computational model. The cuttings are defined as the maximal
(minimum) values of the indicator for the balancing market (BM) and the market price for
"day-ahead" (MDA). Therefore more accurate execution of the planned consumption and
production of electrical energy is stimulated. On the basis of the variances cost, we define
the preliminary conditions and liabilities of BM such that the difference between them
forms the unbalance of the balancing market. Negative unbalance is distributed among
the participants in proportion to their own initiatives. Positive unbalance is distributed
between both the suppliers in proportion to the execution of external initiatives, and
the consumers, which observe the planned consumption as accurately as possible. Thus,
there is the following situation in BM. Participants of the market, allowing the greatest
variances of actual consumption and production from planned ones by their own initiative,
are "fined". The participants, which observe the planned consumption and perform the
System Operator commands as accurately as possible, are "rewarded" [4].

In the paper we propose an algorithm for short-term forecasting of electrical energy
consumption based on the separating of maximal similarity sample into positive and
negative levels. The statistics of actual electrical energy consumption by Ural United
Energy System between 2009 and 2015 is used as an initial data.

1. Forecasting Algorithm with the Separation of Maximal
Similarity Sample into Positive and Negative Levels with
Different Approximation Equations

Note that a consumption volume is a numerical indicator ordered in time, which
describes the level of consumed electrical energy at successive discrete times. Therefore,
such consumption data can be considered as the time series. For example, we consider
the data of Ural United Energy System from 2009 to 2015. For the analysis we use the
actual values of electrical energy consumption. The data are taken from the official website
of the System Operator of Russia electrical energy. A time series is called stationary, if
the following two conditions hold. First, levels of the series are approximately uniform
and have the form of continuous random fluctuations around a mean value. Second,
neither the average amplitude, nor the nature of such fluctuations do not show significant
changes over time. Note that the original time series is not stationary. This fact is
evidenced by Dickey-Fuller test. Therefore, it is necessary to obtain a series of variances
Y, = {(yis1 — yir t:),i = 1,2, ...,n — 1}. To this end, we consider the difference between the
level of series y; 11 and the previous level of series: ?(t) = Ypr1 — Ys-

The forecast is based on a number of consumption deviations in the first five days of
January 2016.
Let us formally describe each step of the algorithm.

Step 1. Define a sample prior to the forecast. 3 )
In time series Y}, t € {1,2,...,n — 1}, the sample Y™ =Y,
where M € {1,2,...,t,_1}, precedes the forecast value [5].

Yy of length M,
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Step 2. Decompose a sample prior to the forecast.

The sample f@M , prior to the forecast, is decomposed into two sub-samples. They
are Y;M* of length v € {n — 1 — M;n — 1} for positive values and Y~ of length
M —v e {n—1— M;n— 1} for negative values.

Step 3. Define an approzimation sample.

The modelling of the time series using samples is based on the assumption that the
time series is a sequence of samples. Based on this assumption, let us assume that in the
studied time series Y; there is a sample ?Mk = }7 ke fftnil_HM of length M and such
that its origin is at point k € {1,2,...,¢,—1 — M}

To define the sample Y, | we use the following algorithm:

1. Sequentially compare the values of sample f@M and the values of time series f/; with
a lag of one.

2. For each shift, calculate a value of the correlation coefficient:

3. Select maximum of the obtained correlation coefficients. Determine the value k of
lag, which corresponds to the maximum.

Step 4. Determine a prediction sample.
Suppose it is necessary to forecast p levels of the time series. Then, the prediction
sample is an interval of the time series, which follows after Y; . and is of length p, i.e.

VP =Y ks, s Y;f—k-i-m—i—l—l—p'

Step 5. Decompose an approximation sample.
Note that values of the time series can be both positive and negative. Therefore, we
can not calculate the approximation by the classical linear model. So, the resultlng sample

YMk is divided into two parts: YtM,j > 0 for positive sample values and Y < 0~ for

negative sample values. A length of sample Y;]Y,j isqe{n—1—M;n— 1}, a length of
sample Y~ is (M —q) € {n —1 — M;n — 1}.

Step 6. Addition decompose approximation samples zeros

So, we divide samples prior both the forecast and the approximation into positive and
negative values. In practice, a length of sample fftM * may not be correspond to a length
of sample Y/M +. Typically, such situation occurs when the levels with different signs are
located at the same position in the samples YM * and Yg; . For example, for index 100,
there are a positive value in sample Y; M+ and negative value in sample ﬁ%j To resolve
this situation, both samples are constructed of length M, level values, which are suitable
for the sample parameters, remain unchanged and occupy their respective positions, and
all the gaps are filled with zeros.

Samples Y/ﬁ,; and fftM ~ are complemented in the same way.
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Step 7. Decompose the forecasting sample.

Forecasting sample Y7 is divided into two sub-samples. A length of sub-sample Y*
(for positive values) is w € {t — K +m + 1;t — k+m+ 1 + p}. A length of sub-sample
Y~ (for negative values) is (p —w) € {t — K +m+ 1;t —k +m + 1+ p}.

Step 8. Construct the approximation equations for positive and negative values of the
approximation sample.

For obtained approximation samples fﬁ%j and fft]fk_ we construct the approximation
equations

M+ _ M + M+
VT =a YO Fog T
SM— _ —xrM-— — M-
V' =a Y, o oI

where IM* and I~ are unit vectors, ag , oy, o), aj are approximation coefficients. The
values of the coefficients should be such that

M-1 .
o? = Z(fftﬂ\ff — V)2 - min,
t=0
M-1 .
of = > (Vi —YiT)* = min,

t

Il
o

that is, a square of the deviations between the actual and the model values should be
minimal.
The coefficients of equations are found by the least squares method:

75 At = 7%,
where .
+_ [ &
a=(or )
-1 -1 1 ~
> HLT X (VL) > (VM) - (VA
Zy=| il = Zy = =y
ZO (VM) M ZO (V)
Zy AT =7y,
where -
A- =™
oy )7
Mz_l VM- 2 Mz_l VM- Mz_l yM= . (yM-
[ TN O [ S M-
Ix=| bin - F I TS
;) (Y ) M ;) (Ya)

Step 9. Obtain the forecast.
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In order to obtain the forecast, we approximate each value of sub-sample fftp * using
equation Yp T = of YT 4 of IM*, and each value of sub-sample Y/~ using equation

Ytp T = a7 Y 4 ag IM*. Obtained forecasting values are arranged in the same order as
the corresponding values in the sample Yp .

2. Results

Graphical analysis of time series of electrical energy consumption (Figure 1) shows
that there exist the seasonal fluctuations whose period is 1 year. Therefore, it is advisable to
define a length of sample Y, =Y, _,,....Y; | s as the one-half period, where M = 183.
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Fig. 1. The consumption of electrical energy of Ural United Power System is presented by daily
data 2009-2015

The correlation coefficient between the sample in prior the forecast and the
approximation sample is 0.899. Graphical representation of the samples is shown in
Figure 2.
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Fig. 2. The sample in prior the forecast and the approximation sample
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A diagram of both forecasting values for the first 5 days of January 2016 and the
actual values is shown in Figure 3.

Volume,
Megawatt
perhour

790000

780000
Forecast
Test

770000

760000

i 1 2 3 4 Time

Fig. 3. Forecasting and actual values of the electrical energy consumption

An accuracy of the time series forecast is evaluated using the mean absolute percentage
error (MAPE):

1 v 6))
MAPE = - ; T 100%,

where y(i) is an actual value, ¥ (i) is a forecasting value. For the current forecast,
MAPE = 0.98%.

Conclusion

The article considers a model of short-term electrical energy market forecast using a
forecasting algorithm with the division of the maximum similarity sample on the positive
and negative levels with different approximation equations for positive and negative values.
The algorithm is more stable for stationary series. Therefore, pre-time the time series of
electrical energy consumption is reduced to a stationary form. To this end, we find the
deviations of the original time series of electrical energy consumption. The average error
of approximation is 0.98%. Therefore, we can say that the model is suitable for short-term
planning of the market of both electrical energy and power.
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MOJEJIb KPATKOCPOYHOI'O ITPOI'HO3VPOBAHNA
OB'BEMA IIOTPEBJIEHU{ 9JIEKTPOHEPI'IN O3C
YPAJIA C IIOMOIIIBIO PASAEJIEHNA BBIBOPKU
MAKCUMAJIBHOI'O ITIOZ0OBNA HA TITOJIO2KUTEJIBHBIE
1 OTPUIATEJIbBHBIE YPOBHUI

T.C. Temvanerro

B crarpe paccMoTpeHa MOE/Ib TPOTHO3UPOBAHUS 00 BEMOB MTOTPEOJIEHNST SJIEKTPOIHED-
UM HA OCHOBE aJTOPUTMa MPOIHO3UPOBAHUSI C Pa3Jie/ieHIeM BHIOOPKHA MAKCHUMAaJILHOTO 110~
J100UsT HA TIOJIOXKUTEJbHBIE U OTPUIATE/ILHBIE YPOBHU C PA3HBIMUA yPABHEHUSIMU AIPOK-
CUMAITMY JIJIsi [TOJIOXKUTEJIbHBIX U OTPUIATE/IbHBIX 3HaUYeHuil. Moje/ib IpOTeCTUPOBAaHA HA
dakTrIecKux NOCyTOUHBIX JaHHbIX OObeauHeHHON SHeprocucTeMbl OIMITOBOrO PHIHKA DJIEK-
TpodHeprun u MomrHocTu Poccum, a mvmenno wa mamuabix O9C VYpasma ¢ 2009 mo 2015 rr.
Ha ocroBanum mnpeyiok€eHHOrO aJropuTMa HMOCTPOEH MPOTHO3 HA IepBble D JHeil sHBa-
pst 2016 1. Ilpu TecTupoBanuu Oblia jocTurHyTa omubka mpornosa 0,98%. O6ocHoBan u
OIMCaH IIOMIANOBBIN AJITOPUTM IIOCTPOEHUsI ITPOTHO3MPOBAHUS MOJIE/IA BPEMEHHOI'O Psija.
Jauublit ajaropurm 60j1ee yCTONYUB Jijisi CTAIMOHAPHBIX PSIJIOB, [MOITOMY IIPEIBAPUTEHHO
BPEMEHHOH psiji 00beMa MOTPeO/IeHNsT JJIEKTPOIHEPTUN OBbLI MPUBEIEH K CTAIMOHAPHOMY
BUJIy IIyTeM HAXOXK/I€HUsI OTKJOHEHUI MCXOIHOIO BPEMEHHOrO psiga 00bemMa MOTpebsIeH s
97IeKTpOdHeprun. PazpaboTaHHbI HAY THBIN HHCTPYMEHTAPUI PEKOMEHIYETCs B OIIEPAI[HOH-
HOM JIeATeIbHOCTH CYO'bEKTOB JIEKTPOIHEPIeTHKH IIPU KPATKOCPOYHOM IIPOrHO3MPOBAHUU
OCHOBHBIX ITaPAMeTPOB YHEPIreTUIECKOr0 PhIHKA JJIs CHUYKEHUST IITPAMHBIX CAHKIIUN 38 CUeT
[IOBBIIIEHNsT TOYHOCTH ITPOTHO30B.

Karouesvie ca06a: modeau npoero3uposanus, 0CHOBHLE NAPAMEMPDL, POIHOK INEKMPO-

IHEP2EeMUKU, 8BOOPKA MAKCUMAALHO20 N0AOOUSA
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