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The theory of emotional robots proposes a mathematical model that describes a
uniform multi-level process of information accumulation by a robot. The process is uniquely
defined by the following parameters: a piece of information that the robot receives at each
event, and a coefficient of the information short-term memory of the robot. If the parameters
are not known, then there is the problem of forecasting the piece of information accumulated
by the robot for a certain time tact. We are the first to solve the problem on identification of
the parameters of a uniform multi-level process of information accumulation by a robot on
the basis of the experimental pieces of the accumulated information, which are measured
in the robot at certain moments of time. The article introduces necessary restrictions.
The problem is divided into two subproblems. The first is to generate all possible pairs
of sequences of information accumulation levels and time steps at the levels. The second
is to solve the optimization problem by the Lagrange multiplier method for each pair of
sequences, which are obtained as a result of solving the first subproblem.

Keywords: robot, theory of emotional robots, information accumulation, optimization
problem, Lagrange multiplier method.

Introduction

One of the topical problems of modern robot technology is to construct the personal
robots. According to the forecasts of the International federation of robotics, sales of
personal robots in 2018-2020 will be 10.5 million units, that is about 7.5 billion US
dollars [1]. Therefore, on average for the year, sales will grow by 40% compared to 2017.
It is expected that this market will grow significantly over the next 20 years.

The personal robots are based on many theories and models, which allow to model
the cognitive capabilities of memory, thinking and cognitive activity of a person. In the
paper [2| the elements of forgetting information are added in the robot memory. Also,
in the article [3| the forgetting and generalisation of information is modeled on the basis
of the DataMining classification methods. In order to describe the memory, the methods
from the hierarchical classification is used in [4]. The paper [5] models the memory of a
robot, which recognizes people faces, extracts distinctive features from the images of faces
and stores the obtained information in its memory. In order to ensure the work of such
memory, the problem of memory overflow is solved by applying a "self-organizing feature
card" [6] and reasoning methods in the context [7|. The papers [7, 8] use combinations of
sub-symbol and symbol representation of data in order to store the information in memory.
The works [9, 10] use X-clustering in order to split the memorized information into parts,
and then apply the method of reasoning at a high level.
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The emotional robot theory applies principles of the person emotion functioning |11,
12, 13] for modeling the accumulation and forgetting of information by a robot.
Such mathematical models use parameters, which are analogues to the psychological
characteristics of a person, for example, coefficients of short-term and long-term memory.
We can obtain the robot behavior, which in some sense is similar to the behavior of a
person, i.e. create a personalized robot, in the following way. Measure the parameters of
a person and use the obtained values in constructing a robot. This approach distinguishes
the theory of emotional robots from the papers mentioned above.

In the theory of emotional robots, a robot is an automatic machine, which can come
to a conclusion by itself. Mathematical modeling of the information accumulation takes
place under conditions of time discretization. This time is measured in tacts. At each
tact, a robot receives a piece of information s;, which is measured in bits. The qualitative
side of information in current models is not considered. In the process of information
accumulation, the modelled robots are able to forget a piece of previously received
information. A share of information that the robot "remembers" from the information
accumulated to the previous tact is called the coefficient of short-term information memory
i, where 7 is a number of the current tact.

According to the paper [12|, an information pseudo-setting of the robot h is a
stationary piece of information, i.e. h = sg = s = ... = s; = .... However, h can change its
value at some tact and remain constant for the sequence of the following tacts. Therefore,
the paper [12] proposes to call a number of changes in the values of the information pseudo-
setting of the robot h to the current time of the information accumulation by the level of
information accumulation by a robot L.

The equation of the uniform process of information accumulation by a robot for the
level [ is described by the formula

Sil, = W4 A1

where Al :)\([)l] :)\[1” :...)\y] =... .
The condition for a transition from the level [ to the level [+ 1 is the requirement that
the following inequality is satisfied:

’ si_ Um’ <ol

where Sim is a piece of the accumulated information at the level [ to the step 4, UM is
a limit of the information accumulation by the robot on the level I, ¢! is a deviation of
the current piece of the accumulated information from the limit piece of the accumulated
information at the level [.

The value ol is given from the outside, measured in bits and must satisfy the condition
0 <ol <yl

The paper [11] introduces the condition of connection between the information pseudo-
settings of neighboring levels. The information pseudo-setting hl*1 of a robot is equal to
the piece of information accumulated at the tact of transition from the level [ to the level
[41:

l
plt = Sl = i S — 5l e

- O'ma (1)
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where SU is the piece of information accumulated at the tact of transition from the level
[ to the level [+1.

Convert the equation (1) and fix h = AlY). We have the following equation describing
the uniform multi-level process of information accumulation by a robot:

G ho o 1-(- A
(1—)"" A1 =N

1=1,2, .. (2)

Therefore, the uniform multi-level process of information accumulation by a robot,
proceeding at several levels of information accumulation, is determined by the following
characteristics:

1. X is a coefficient of short-term information memory;
2. h is an information pseudo-setting;

3. o is a value of deviation of the current accumulated information piece from the limit
information piece for all levels.

Assume that ¢ is a known constant, and h, A are unknown parameters of the problem.

1. Statement of the Parameter Identification Problem

The solution to the inverse problem is actual. Consider a robot, which accumulates
the information by a uniform multi-level process. Suppose that the parameters A\ and h
that define this process are not known. At some points in time, we measure pieces of
the information accumulated by the robot Si, S, ...,.S,. It is necessary to determine the
parameters A and h based on the obtained experimental data S;, where i = 1,n.

The purpose of the paper is to solve the problem on identification of the parameters
of a uniform multi-level process of information accumulation by a robot at several levels.

Minimize the squared deviation of the uniform multi-level process of information
accumulation by the robot (2) at the node points from the set of experimental pieces
of the information accumulated by the robot. We take this function as an objective
function. A value of deviation of the current accumulated information piece from the
limit information piece at all levels is fixed to be equal to o.

Write the objective function in the following form:

n B N2
Jah) =Y (sj - s}jﬂ) . (3)
j=1
Divide the problem of parameter identification into the following subproblems:
1. Generate all possible sequences {I} = ly,ls, ..., 1, and {i} = iy, 4a, ..., iy.

2. Solve the optimization problem on finding the minimum of the objective function
Ji1i(A, h) for each generated pair of sequences {/} and {i} by the Lagrange multiplier
method.
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The solution to the problem of parameter identification is the point
(A*,h®) = arg nl1in {min (J;;(A, h))}.
b L

The paper [14] gives a solution to the optimization problem on the identification of
the parameters of a uniform multi-level process of information accumulation by a robot.
In order to find the minimum of the objective function, the Lagrange multiplier method
is used. In this article we give only the main results described in the paper [14].

The restrictions on the coefficient of short-term information memory are given by a
chain of the following inequalities:

0 <A<1—4, (4)

where 0 < § << 1, = const.
The restrictions on the information pseudo-setting h are given by a chain of the
following inequalities:
e<h<M, (5)

where 0 < € << 1, € = const, M is a fixed large number.
We obtain a solution as a system of equations for finding critical points in which the
objective function can have a minimum.

n — 1_>\7L'+1 1_)\i~+1
Zﬂ‘:1<<sﬂ'_g x )(1—;%') o(1-N)
n 12411 2 + A '
2 =1 <(1—A)lj )

n 1— \itt 1— )it 1) At 1=\t
(S)\ A 7,>><<zjw( N ChlDE ~A—07L~B> —0, (6)
7=1

h/:

(1-N)" 1-N)5 (1=A)Y (1=\)"

where A=A = (1= ) (1= (1= 2)"") and B= (1= )" +,A -1

Also, we obtain another equation for finding the critical points in which
the objective function can have a minimum. This equation is (6), where
A=ex—c(1=N)(1-(1=2"") and B= (1= + A -1

According to the Weierstrass theorem (for example, see [15]), a continuous function on
a non-empty bounded closed subset of a finite-dimensional space has absolute minimum.
By construction, the objective function J;;(A, k) is continuous on the closed domain of
definition, which is formed by the restrictions (4) and (5). Therefore, the objective function
J1i(A, h) has a minimum, and the optimization problem has at least one solution. This
means that the problem on identification of the parameters h and A\ as a solution to the
optimization problem on the set of pairs of sequences {{} and {i} also has a solution.

2. Solution to the Problem on Generation of all Possible Pairs
of Sequences of Information Accumulation Levels and Tacts
at the Levels
Without loss of generality, we assume that all pieces S are different and numbered in

ascending order, i.e. S, < S, for 1 < p < ¢ < n. If the pieces S are not sorted, then sort
them and rename the sequence. If the pieces S are repeated, then remove the duplicates,
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reduce the value n and also rename the sequence. This procedure is necessary to reduce
the number of possibilities to go through the elements of the sequences {/} and {i}.

Assume that the process of information accumulation by the robot can be presented on
the coordinate two-dimensional plane P, whose axes correspond to the time of the process
and the accumulated information piece. Without loss of generality, we take ((l,, ), Sy) as
coordinates of the point u on the plane P. The point u corresponds to the end of the tact
1, at the level [, and the accumulated information piece S,. Therefore, the coordinates [,
and 14, are the time coordinates (level number and time tact number at this level), and S,
is a coordinate of the point u along the axis of the accumulated information.

Denote a sequence of n points on the plane P by (((,7),S)), where | = Iy, ...,1,,
T =101, .ceslp, S =51, .0y Sp.

Reformulate the problem on identification of the parameters of a uniform multi-level
process of information accumulation by a robot: find a pair of h and A such that the
objective function (3) has a minimum on the set of all possible sequences of points
< <(l, i) ’§>>v‘ Here ~ is a serial number of the generated sequence of points on the plane

P,and S = Si,...,5, is a set of experimental pieces of the information accumulated by
the robot.

Let T be a time of the real process of information accumulation, i.e. the pieces
of accumulated information are taken from the robot during the time T of the robot
operation, 7 be a time of one tact of information accumulation by a robot. T and 7 are
measured in seconds. Let Lj;4x be the maximum number of information accumulation
levels that a robot can pass for a time T, JY be a number of tacts of information
accumulation at the level [.

According to the above assumptions, we obtain the equality:

Lyax

T=">Y (r-J").

=1
Let Jyjax = mlax {J[l]}, where [ = 1, Ly;ax. The following equality is true:

T =17 Lyax - Jmwax, (7)

i.e. T < T. We convert the equality (7) and obtain the following identity:

T

Imax = ———.
T-Lyax

Introduce the following restrictions. We go through the values ¢ and [ under the
condition that 0 S 1 S JMAX and 1 S l S LMAX~

In order to solve the problem on parameter identification, we use the time of modelling
T as one of the parameters. This means that for each information accumulation level [ we
go through Jy 4x tacts. Therefore, the set of solutions found for the time of modelling T
includes the set of solutions for the time T of the real process of information accumulation.

Therefore, the input data of the algorithm are the following;:

1. o is a value of deviation of the current accumulated information piece from the
accumulated information limit piece for all levels.
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2. 51,8,,...,8, is a sequence of the pieces of information accumulated by a robot

(experimental values of the real process of information accumulation by a robot).

. T is a time of modelling.
. T is a time of one tact of information accumulation by a robot.

. Layax 1s a maximum number of information accumulation levels that a robot can

pass for a time 7.

The output data of the algorithm are the following parameters:
. Juax 18 a maximum number of tacts at one level of information accumulation.

. There is a set of all sequences of points <<<l,i>,§>> on the plane P, where

1<1; < Lyax, 0<1; < Jyax and 1 < j < n.

. A is a coefficient of the short-term information memory.
. h is an information pseudo-setting.

. There is a sequence of points ({(I*,i*),S)) . on the plane P, where each point

<<l;f, z}*> , Sj> corresponds to the value of the constructed uniform multi-level process

of information accumulation by a robot on the tact i} of the level I7, j = ﬁ, and ¢
corresponds to the last tact of the time of modelling 7.

Let us propose an algorithm for solving the problem on the parameters

identification:

. Get the input parameters (see above).

. Sort the experimental pieces of the accumulated information Si,Ss,...,S, in

ascending order.

. Initialize the sequence of points <<(l,z) ’§>>w where [, =1,4;,=75—-1,7=1,n.

. Determine a value of the left-hand side of the equation (6) based on the generated

sequence of points <<<l, i) ’§>>w'

. Separate roots of the non-linear equation (6).
. Clarify each separated root by the dichotomy method.
. Save the obtained solution in the "journal".

. If new sequence of points < <(l, i) ’§>>v can be generated (see in detail below), then

generate the sequence and go to Step 4, otherwise go to Step 9.

. Among the solutions recorded in the journal, determine the "best" solution to the

problem on parameter identification, i.e. a solution that corresponds to the point
(A*, h®) = arg rrllin {min (J;;(\, h))}.
b bi
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10. Based on the "best" solution, restore the uniform multi-level process of information
accumulation by the robot.

11. Visualize the obtained process of information accumulation by the robot on a
diagram.

In more detail, consider Step 8 of the algorithm, which is associated with the generation
of a sequence of the points <<<l, i), S>>7 on the plane P.

The experimental piece §j corresponds to the information accumulation level and the
tact at this level, which are determined by the values [; and ;.

The algorithm to generate the sequence of points <<(l,2) .S >>w is divided into two
parts.

1. Generate the sequence {l}. From the point of view of combinatorics, the sequence
{l} is a permutation with repetitions and satisfies the following conditions.

(a) l; € [1; Layrax], where j =1,n;

Lyax

(b)  >_ pas = n, where pg is a number of repetitions of each element from the set
d=1

[1; Lyrax] in the permutation {l}, i.e. a sum of the repetitions of each element

is equal to the number of elements. Note that p; can be zero for some elements;
(¢) U < ly, where 1 < k < m < n, ie. the permutation elements are sorted in
ascending order.

2. Generate the sequence {i}, which satisfies the following conditions.

(a) i; € [0; Jyax], where j =1, n;
(b) i = Tero.. GBELMj‘X, where @ is a sign of the concatenation of permutations
without repetitions i, d € [1; Lyax];

(c) i = {iy, ..., iy, }, where pg is a length of the permutation 7% and is equal to the
number of repetitions of an element d from the set [1; Ly ax] in the permutation
{l} (see 1.b of the conditions for generation of the sequence {l});

(d) if pg = 0, then ¢ = {);

(e) 1% <4 where 1 < u < v < py for each permutation i
permutation i¢ are sorted in ascending order.

4 i.e. the elements of each

In other words, elements of the permutation ¢ correspond to the information tacts at

the information accumulation level d. The number of permutations i¢ for the information
accumulation level d is equal to the number of combinations that result when choose py

elements from the number of elements of the set [0; Jyrax], i.e. Cﬁmx 41+ An exception is
the case when pg = 0. In this case, the number of permutations ¢ is zero.

Therefore, a length of the sequence {l} is equal to the sum of lengths of the
permutations %. Therefore, a length of the sequence {l} is equal to a length of the
sequence {i} and a length of the sequence S, that is n. This means that after generation
of the sequences {l} and {i}, we can correspond coordinates of the point {(l;,7;),5;) on
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the plane P to each piece gj, where j = 1,n. All n points form a sequence of points
(((L,3),S >>w’ where 7 is a serial number of the generation of the sequences {/} and {i}.

An example of the sequences {l} and {i} after one of the generations (n = 9,
Lyax =7, Jyax = 4) is given in Fig. 1.

Level 1 Level 2 Level § Level 7

Fig. 1. Sequences {l/} and {i}

An algorithm to generate the sequence of information accumulation
levels {l} is described by the following steps.

1. Initialize the initial sequence {l} (Fig. 2 (a)).

2. If the sequence {l} can be generated, i.e. the previous sequence is not the final one
(Fig. 2 (b)), then go to Step 3, otherwise go to Step 12.

3. Set j=n.

4. If l; = Larax, then go to Step 5, otherwise go to Step 6.

5. Set j =45 — 1. Go to Step 4.

6. Set [; =1; + 1.

7. If j # n, then go to Step 8, otherwise go to Step 11.

8. Set u=j + 1.

9. Set I, = ;.
10. If u < n, then set © =u + 1 and go to Step 9, otherwise go to Step 11.
11. Use the permutation {/} to generate the sequence {i}. Go to Step 2.

12. End of the algorithm.

l l 1 l cee l l l l L.\!.{.\' L.\LL\' L,\IA.'(' L L.\I,LT L.\IL\' L,\IA.\'

— ——
n n

a. Initial sequence {/} b. Final sequence {/}

Fig. 2. Initial and final sequences {l}
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Note that steps 7-10 of the algorithm ensure that Condition 1.(c) for generation of
the sequence {/} holds.

An algorithm to generate the sequence of tacts {i} is carried out for each
generated permutation {l}, obtained in Step 11 of the algorithm for generation of the
sequence {l}.

1. Select all subsequences with repeating elements /; in the permutation {/}. Remember
the position numbers of the first and last element of each subsequence with respect
to the entire sequence {l}. The position numbers define the length p; of each
permutation %. Also, these position numbers are equal to the position numbers
of the first and last element of the corresponding permutation ¢ with respect to the
entire sequence {i}. Therefore, the concatenation of permutations i is performed by
insertion of the elements of these permutations in the sequence {i} in accordance

with the position numbers of the first and last element of the permutation ¢¢.

2. Set d—1.

3. If the permutation ¢ can be generated (see in detail below), i.e. the previous

permutation is not final (Fig. 3 (b)), then go to Step 4, otherwise go to Step 8.

4. Generate the permutation ¢%. In accordance with the position numbers of the first
and last element of the permutation 7¢, fill the sequence {i}.

5 Setd=d+ 1.

6. If d does not exceed the number of the last permutation that is included in the
sequence {i}, then go to Step 3, otherwise go to Step 7.

7. All permutations i¢ are generated and inserted in the sequence {i}. Perform the

algorithm for solving the optimization problem, where the input data of the
algorithm are the generated sequences {/} and {i}. Go to Step 3.

8. If d > 1, then set d =d — 1 and go to Step 3, otherwise go to Step 9.

9. End of the algorithm.

Note that the algorithm for generation of the permutation % repeats the algorithm for
generation of the sequence {l} up to the notation except for the four steps. Therefore, we
give only steps that are different.

1. Initialize the initial permutation 74 (Fig. 3 (a)).

2. If the permutation ¢ can be generated, i.e. the previous permutation is not final
(Fig. 3 (b)), then go to Step 3, otherwise go to Step 12.

4. If i; = Jyax — pa + 7, then go to Step 5, otherwise go to Step 6.
8. Set 14 =44 | +1.

Note that steps 7-10 of the algorithm ensure that the condition 2. (e) of generation of
the sequence {i} holds.
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74l 0 1 P.=2p, -1 T9 N yux = Pa + 1o = g +2] P Y| T
Y " —
Dy Pa
a. Initial permutation 79 b, Final permutation 7 ¢
d

Fig. 3. Initial and final permutations 4

Consider an example. Let n =2, Lyjax= 2, Jyax =2, S = {gl,gg}.

Initial sequence is {I/} = {1,1}. This means that S; and S, are at the first level of
information accumulation. Therefore, for the first level 7, the number of permutations is
determined by the formula C3,; = 3. These permutations are used as the sequences {i}. All
possible sequences {7}, which correspond to the conditions of generation, are {i} = {0, 1},
{i} = {0.2}, {i} = {1.2}. o

Next sequence is {I} = {1,2}. This means that S; and Sy are at the first and second
levels of information accumulation, respectively. Therefore, the sequence {i} is a result of
concatenation of the permutations 7! and 72, where each permutation contains one element
of the set {0,1,2}. All combinations of permutations give the following sequences {i},
which correspond to the conditions of generation: {i} = {0,0}, {i} = {0,1}, {i} ={0,2},
{Z} = {170}7 {Z} = {17 1}7 {Z} = {172}7 {Z} = {270}7 {Z} = {27 1}7 {Z} = {272}‘

The last sequence of levels that can be generated is {l} = {2,2}. This means that
S, and S, are at the second level of information accumulation. As in the case of the
sequence {l} = {1,1}, the number of permutations is determined by the formula C3,, = 3.
These permutations are used as the sequences {i}. Therefore, the sequences of tacts are
{Z} = {07 1}7 {Z} = {072}7 {Z} = {172}'

Let us consider Step 9 of the algorithm for solving the problem on parameter
identification in more detail. Namely, we consider finding the "better" solution. A set
of solutions to the problem is finite under the condition that 0 < i < Jyax and
1 <1 < Lyax. For each sequence of points <<(l,z> ,§>>7 we solve the optimization
problem and determine the minimal value of the objective function (3).

Therefore, the solution to the problem on identification of the parameters A and h is
the minimum point of the objective function J;;(A, k), which has the minimum value on
the set of all possible sequences {l} and {i}, i.e. the solution to the problem of parameter
identification is the point (A\*, h®) = arg IIlli'Il {min (J;;(\, h))}.

b bi

Conclusion

The problem on identification of the parameters of a uniform multi-level process
of information accumulation by a robot is divided into two subproblems. We give the
generation algorithms and restrictions, which are necessary to solve the subproblem
on generation of sequences of information accumulation levels and tacts. We solve the
optimization problem by the Lagrange multiplier method and get two sets of critical points
in which the objective function can have a minimum value. The existence of a solution to
the optimization problem within the considered restrictions is proved.

The obtained solution to the problem on identification of the parameters of a uniform
multi-level process of information accumulation by a robot allows to forecast the piece of
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information accumulated at a certain tact by a robot, if there is no a priory information
about the following parameters of the information accumulation: h, that is a piece of
information that the robot receives at each tact, and A, that is a coefficient of information
short-term memory of the robot.

In order to solve the problem on identification of parameters of a uniform multi-level

process of information accumulation by a robot, we implemented a program, registered it in
Rospatent under the title "Solution to the optimization problem on pseudo-education of a
robot" and received a certificate of state registration of computer programs no. 2014660778.
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PEIITEHVNE 3AJAYUN NJIEHTUNOUKAIINUN ITAPAMETPOB
PABHOMEPHOI'O MHOI'OYPOBHEBOI'O IIPOILIECCA
HAKOIIVIEHA NTHOPOPMAIIN POBOTOM

FO.A. Illapanos

Teopusi 5MONMOHAJIBHBIX POOOTOB IPEJJIAraeT MaTeMaTHIECKYI0 MOJE/b, OIMCHIBAIO-
II[yI0 PABHOMEPHBIII MHOTOYPOBHEBBI ITPOIECC HAKOIIeHns nHpopMarmu poborom. Takoit
MIPOIIECC OJIHO3HAYHO 33JIae€TCsl TapaMeTpaMu: Iopriueil HHMOOPMAIUY, KOTOPYIO MOJIyIaeT
pOBOT Ha KaXKJIOM TaKTe, U KO3 PuimenToM nHGOPMAIMOHHON KPAaTKOBPEMEHHON TaMATH
pobora. B Tom ciyuae, eciim mapamMeTpbl HE M3BECTHBI, BO3HUKAET IMPOOJIEMa IIPOTHO3M-
POBaHNS BeJIMYMHBI HAKOILIEHHONW HH(MOPMAIME POOOTOM JjIsi HEKOTOPOI'O TaKTa BPEMEHH.
Hayunasi HOBU3HA cTAThbU 3aKJIIOYAETCS B PEIleHre 3aJa9i UAeHTU(MUKAIIN [IapaMeTpPOB
PABHOMEPHOTO MHOTOYPOBHEBOTO ITIPOTIECCA HAKOILIEHUS WH(MOPMAIUH POOOTOM Ha OCHOBE
9KCIIEPUMEHTAJIBHBIX 3HAYCHUN HAKOIJIEHHOW MH(MOPMAIINT, U3MEPEHHBIX Yy POOOTA B HEKO-
TOpbIE MOMEHTHI BpeMeHHU. B crarbe BBOJATCS HEOOXOIUMbIe OrpaHNYeHUsI. 3a/1a9a pas3jie-
JIsTeTCsI Ha, JiBe noa3agaqn. [lepsast — mozagada 3aK/I09AETCsl B TEHEPAIMH BCEX BO3MOXKHBIX
map IocJjie/IoBaTe/IbHOCTEN yPOBHEN HAKOILIEHUST NMH(MOPMAIUN U TAKTOB HA 3TUX YPOBHSIX.
Bropast — pelieHne onTUMA3AIMOHHOM 3819l METOIOM MHOXKuUTe el Jlarpamka Jijist Kaxk-
JIO¥ TIapbl MTOCJIEJ0BATEILHOCTEMH, Oy YeHHBIX B PE3Y/ILTATE PEIIeHNs TIePBOi 1M0/13a/1aH.

Karouesvie crosa: pobom, meopus sMOUUOHAADHBIE POOOMOS, HAKONAECHUE UHPOPMA-

YUU, ONMUMUIAUUORHARA 3adaua, memod muoxcumenetd Jlazpanorca.
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