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This article discusses inhomogeneous alternatives with unrelated criteria with a cluster-
hierarchical structure. The heterogeneity of alternatives is characterized by differences in
the structure and number of criteria used in the process of obtaining an integral indicator.
In order to construct an integral indicator, we form a block matrix of pairwise comparisons,
the elements of which are taken from separate matrices of pairwise comparisons obtained
by experts in the course of previous studies. In order to construct the missing elements
of the block matrix, we formulate a rule describing the construction of medium-matched
matrices of pairwise comparisons due to which the missing elements of the block matrix
are calculated without the involvement of experts. This method allows to construct more
than 60% of elements of the new block matrix, and takes into account the inconsistency
in the paired comparisons made by experts. Also, this method allows to calculate the
weight coefficients for a generalized integral indicator formed from individual elements of
the matrix of pairwise comparisons obtained during the previous study, which saves costs
arising during preliminary examination. In order to solve this problem, we use a cluster-
hierarchical approach, as well as methods of decomposition and synthesis. The results of the
paper can be applied in problems of the theory of decision making, in the class of problems
of integral estimation of multicriteria objects, and in problems with weak formalization.
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Introduction

Expert assessments, collective choice and other problems belong to the class of poorly
formalized ones. Unlike fully formalized problems, where clear rules and conditions are
formulated, poorly formalized problems require constant refinement, modification for a
certain class of problems, and consideration of the human factor (for example, in expert
systems) [1, 8]. Statement of the classical problems considered in the framework of the
theory of decision making includes the following: ranking alternatives, clustering (assigning
alternatives to a particular class), and finding the best alternative. Each of these classes of
problems is considered under the following two conditions. First, the alternatives are fully
defined at the time of the examination. Second, the alternatives are known only partially.
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In the framework of the integrated assessment of deviant behavior, there is the problem
to obtain an integral estimate of J, which, if necessary, allows to compare visually the
level of deviating behavior between alternatives J; |5, 6]. Deviant behavior is a complex
phenomenon characterized and described by a multitude of classifications, has many
manifestations, and requires different considerations within a certain approach [4, 7].

Classical methods of multi-criteria decision-making, including those based on the
cluster-hierarchical approach, do not involve the synthesis of new indicators using different
hierarchical levels [9, 10]. Consider the following example. As a part of a study assessing
deviant behavior, an enormous array of signs were selected to construct an integral
indicator. Then, the signs were combined into structures, and experts made a pair-wise
comparison of all criteria in order to obtain weights of signs. In the course of a new study,
sometimes it is necessary to form a generalized indicator consisting of individual criteria
that belong to different clusters and levels of hierarchy. Namely, such an indicator can
be a matrix of pairwise comparisons obtained during the previous examination |2, 3].
In general, in order to evaluate non-dominated alternatives, a decomposition problem is
necessary to select group matrices during the analysis and processing of information and
the further synthesis of individual integral indicators based on previously obtained pairwise
comparison matrices.

Having a perfectly matched matrix, it is enough to multiply the weight coefficient
vector by the group indicator. However, in practice, the ratio of criteria among themselves
is often not the same for all pairwise comparisons. In the limiting case, this leads to an
inconsistency of the matrix of pairwise comparisons. Nevertheless, in this case, we have
precisely pairwise comparisons that contain essential information that must be taken into
account in order to improve the accuracy of estimation of the parameters under study.

The proposed method allows to eliminate the time-consuming examination procedures
associated with the initial expert information gathering and processing.

Let us turn to the solution of the problem on developing a method for forming
an integral index on the basis of the hierarchical structure of the space of signs of
heterogeneous alternatives.

1. Formation of Group Matrix of Support Elements
1.1. Construction of Matrix of Pairwise Comparisons of Support Elements

The group matrix D[f; f] reflects the significance of the weighting factors between
the support elements (having the maximum value in each of the groups). Here f is the
number of supporting elements in each matrix of pairwise comparisons used to synthesize
the block matrix, 7 is the ordinal number of the row, ¢ = 1...f, and j is the ordinal
number of the column, j =1...k.

1 5 9
DN[f:fl=1| ... 1 2 (1)
1
-Dll D12 D13
D33
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1.2. Formation of Medium Consistent Ratio of Supporting Elements

For the matrix D[f; f], we form the medium-consistent matrix DN[1; f], taking into
account the average-consistent relationship between the elements, where

DNij = DNij—l * lf)\]/\fij, (3)
f:j< Dij )
— k=i )
DN, = $ (4)
] —1

Let us present the matrix element DN|[1; f] in the general form

f=3 [ _Duj
k=i \ Dy; 1

DNyy = DN,
] —1

()

For the elements Dy; and Dso of the matrix D|[f; f], the elements D, j_; are below
of the main diagonal. This means absolute consistency of these elements, because the
relationship between them is unequivocal. Calculate the average conmsistent coefficient
DN 3 for the element Dy; of the matrix DNJ1; f] and obtain

5. DatDm 19 (6)
BT o(r—4) 10

DN 13 is the medium consistent ratio between the third and the second elements of
the matrix D[f; f] is

DNL; f] = (Bl 5 19/2 ), (7)

DNU%f] = < Dy Dy Dll*ETV13 ) (8)

2. Preparation of Block Structures to Construct Blood Matrix
2.1. Criteria Selection

Consider pairwise comparison matrices A¢, where £ is a matrix serial number & €
1...f whose elements are necessary to form a new integral indicator Al[r;r]

1 2 3 6
i 2 I3

Al = LS 9)
1

2.2. Formation of Moderately Consistent Ratio of Matrix Elements

For the matrix Al[r;r|, we form the average-consistent relation between the elements
ANE written in the form of the matrix AN1[1;7], where AN1;; = AN1;;_; * ANy,
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Zr 5 Alg;
- k=t Alk] 1

Al = 10
I1J — ] . ) ( )
f=j< Alg; )
k:Z Al ]'_1
AN1; = Al o - (11)

For the element Al;3, we obtain the correction factor

Alys Alog
— +4ls o
Alyy = Al Ale _ 12
13 ] . 4 ( )

For the element AN1;3 of the matrix AN1[1;r|, we have that

AN113 = AN112 X A\ijj. (13)

By analogy, calculate the correction factor 2114. Obtain the element AN1;4 and write
the matrix in the general form:

AN1 = (207272 . (14)

2.3. Truncation of Matrices According to Elements
Let us rewrite the matrix based on the second and the fourth elements, which are
used later to construct the synthetic matrix
Ale( 2 T77/12 ) (15)

In the synthetic generalized matrix, we write the necessary the second and the fourth
elements keeping the initial ratios previously set by the experts.

A= ( 1<3 ? ) (16)

Similarly, consider matrices A2 and A3.
For the matrix A2[m;m], we need to use the first, the second, and the fourth elements

1 1 3 4
1 2 3

A2 = . (17)
1

For the matrix A2[m; m], we form the average consistent relation between the elements
written in the form of the matrix AN2[1;m]:

AN2=(1 1 5/2 145/36 ). (18)

Let us rewrite the matrix based on the second and the fourth elements, which are used
later to construct the synthetic matrix

AN2=(1 1 145/36 ). (19)
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In the block-generalized matrix, we write the matrix containing the first, the second,
and the fourth elements while maintaining the original ratios previously set by experts.

1 1 4
A= ... 1 3 (20)
1

For the matrix A3[p;p|, it is necessary to use only the second element.

1 2 4
A3=1| ... 1 2 (21)
1

For the matrix A3|[p;p|, we form the average consistent relation between the elements
written in the form of the matrix AN3[1;p]:

AN3=(1 2 4). (22)

Let us rewrite the matrix based on the second and the fourth elements, which are used
later to construct the block matrix

AN3=(2). (23)

In the synthetic generalized matrix we write the only necessary element
Ay=(1). (24)

3. Construction of Block Matrix

Construct a block matrix of pairwise comparisons A[y; 7], where v =1+ m + p, for
matrices of pairwise comparisons of dimension [r;r] [m;m| [p; p] containing matrices AE,
which are truncated matrices of pairwise comparisons of dimension [ as [r;r] [m;m] [p; p],
etc., namely Al, A2, A3.

Al

A= A (25)

A3

Let us write in general the rule for constructing the matrix: the value of the element
of the matrixz A;j is directly proportional to the significance in the reduced average-matched
ratio within the group of the element of lesser significance ANE;,, the significance of the
supporting element (group) of lesser importance DNe,, the ratio of compared elements of
lesser significance to greater significance l, and inversely proportional to significance in
the reduced average-matched ratio within the group of the element of greater significance
AN;,, the significance of the supporting element (group) of greater importance in the
reduced average-matched ratio of the supporting elements DNg, .
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We calculate the missing elements of the matrix according to the following formula:

A” . A]j X Aijf X DNEg

ij = ) 26

where g is the & group of an element of lesser significance than & of the object group being
compared,

h is & of the group of an element with greater significance than & of the compared group of
an object,

t is the ordinal number of the element in the medium-consistent matriz € defined by the
rulet =y — > 1, wherel € £ < &,

y 18 the ordinal number of the element in the medium-consistent matrix & defined by the
ruley =y — > 1, wherel € £ < &,.

In particular, consider calculation of the element

Agz = . 2
# ApDN; ANy, (27)
Therefore, we have that
1 3 5/2 5/2  T725/72 38
1/3 1 60/77 60/77 725/231  38/7
_ 2/5 77/60 1 1 4 19/5
A= 2/5 77/60 1 1 3 19/5 (28)
72/725 231/725 1/4 1/3 1 684/725

1/38  7/38 ['B/19°5/19 725/684" 1

Research Result

Let W be the matrix of values, w; be a pairwise comparisons, A,,.. be the largest
eigenvalue. In order to find approximately the vector of priorities, we need to find a vector
V' that satisfies the equation

WV = Mpas V- (29)

The consistency index is presented in the form, where m is the number of criteria and
is considered as an indicator of "proximity to consistency". In general, if m < 0.1, then
we can be satisfied with the judgments.

()\max - m)
Cl=———= 30
On the basis of the C'I consistency index, the C'R consistency ratio is computed as
follows: CR = C1/SS, where SS is the consistency value of a random matrix of the same
order.
In order to define the eigenvectors of the matrix A, we use the built-in function

"eigenvecs (A)"of Mathcad-14.

Vyen = (0,897 0,231 0,265 0,254 0,069 0,053). (31)
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We use the normalization of elements obtained from the eigenvector by dividing by
the sum of its elements.

> Vigen = 1.769 (32)
V= % provides a comfortable ratio Y V; = 1.
j=1"i
After normalization by dividing by this sum of attributes, we obtain the vector of
priorities in the following form:

1% = (0,507 0,13 0,15 0,144 0,039 0,03). (33)

gen

Generalized Indicator

For the purposes of this section, we choose scalar product as a generalized indicator
of the quality of expertise.

J=(V,x) = iVixi (34)

Conclusion

During the work, we consider an example of evaluating inhomogeneous alternatives
with a cluster-hierarchical structure of unrelated criteria. In order to construct the integral
indicator, we form a block matrix of pairwise comparisons, the elements of which are
taken from separate matrices of pairwise comparisons obtained by experts in the course
of previous studies. For the missing elements of the block matrix, we formulate a rule
describing the construction of medium-matched matrices that allows to construct more
than 60% of the elements of a new block matrix to take into account inconsistencies
in the pairwise comparisons made by experts. The proposed method eliminates the time-
consuming examination procedures associated with the initial expert information gathering
and processing.
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METO/ OIIEHKIV HEO/JIHOPOIHBIX AJIBTEPHATUB
C UEPAPXMNYECKOI CTPYKTYPON
HEB3AMMOCBA3AHHBIX KPUTEPUEB HA OCHOBE
CPEJIHECOTIJIACOBAHHBIX MATPUII ITAPHBIX
CPABHEHUMN

A. B. Meavruxos, . P. Hapywes, U. A. Kybacos

B crarbe paccMarpuBarOTCs HEOAHOPOIHBIE AJIbTEPHATUBLI HEB3AMMOCBAZAHHBIX KPU-
TepueB, 00J1aIAK0IIX KJIaCTEPHO-NepapXUIecKoil crpykTypoii. HeogHopomHocTs ajibrepHa-
TUB XapaKTePU3yeTCsl OTJINIUSIMU B CTPYKTYPE U KOJUIECTBE UCIIOJIb3YEMBIX KPUTEPUEB B
XOJIe IOJIy4YeHNs] MHTEIPAJbHOr0 Ioka3aress. s moCTpoeHnst HHTerpaabHOTO IoKa3aTe-
Jist popMupyercs 6JI09HAs MATPUIIA [IAPHBIX CPABHEHUI, 3JIEMEHTHI KOTOPBIX B3SAThI U3 OT-
JIeJIbHBIX MaTPUIL IAPHBIX CPABHEHUIT, IOy YEHHBIX 9KCIIEPTAMU B X0/ PaHee IPOBeIeHHBIX
uccaenoBanuit. s mocrpoerusi 6J109HOM MATPUIBI ChOPMUPOBAHO IIPABUJIO, OIUACHIBAIO-
Iee MOCTPOEHME CPeIHEeCOTIACOBAHHBIX MATPUIL IAPHBIX CPaBHEHUil, OJ1arogaps KOTOPOMY
PACCUUTBIBAIOTCS HEJOCTAOIIIE 3JIEMEHTHI OJIOUHON MATPHUILI 6€3 IIPUBJIEUEHUs SKCIIEPTOB.
DTOT MeTOH, MO3BOJIAEeT MPOU3BOANTEL IOcTpoeHue Gosee 60% 37IeMEHTOB HOBOI OGJIOYHOM
MaTPUIBI U YIATHIBAET HECOIVIACOBAHHOCTD IIPU IIAPHBIX CPABHEHUAX IIPOU3BOAUMBIMU IKC-
nepramu. [Ipu ucrosp30BaHUM ONMUCAHHOIO METOJA CTAHOBUTCS BO3MOXKHBIM BBIYUC/ICHUE
BECOBBIX KO DUIINEHTOB [1JIs1 000OIIEHHOr0 NHTErPAJIBHOIO TIOKa3aTe/ Isl, (POPMUPYIOIIETrO-
Csl U3 OTJIEJIbHBIX 3JIEMEHTOB MATPHUIL [IAPHBIX CPABHEHMIA, [TOJIy Y€HHBIX B XO/I€ ITPEJIBIIYIIIEr0
HCCJIe0BaHUsl, YTO II03BOJISIET SKOHOMUTD 3aTPaThl Ha 3TAlle IIPEABAPUTEIHLHON SKCIIepTH-
3bl. [J1s1 perienns: JaHHON IPOOJIEMbI HCIIO/IB3YETCs KIaCTEPHO-NePAPXUIECKU IT0AX0I, Me-
TOABI JEKOMIIO3UIIMM U CHHTE3a. Pe3ynbrarbl paboThl MOIYT OBITH IIPUMEHEHBLI B 3aadax
TEOpPUU IPUHSITHUS PEIIeHnii, B KJacce 3aJiad WHTEerpajbHOTO OIEHUBAHUS MHOTOKDPHUTEPH-
aJIbHBIX O0bEKTaX IPU PACCMOTPEHUU 3aJa4 cO CJ1aboil hopMa3Iueii.

Karouesvie caosa: MHo20kpumepuarvhovill aHaiud; KAGCMepHo-uePapruieckutl nodrod;
NPUHATIUE PEWEHUT; HEOOHOPOOHDBIE AALTMEPHATNUBYL, UHMELPAAOHBIT NOKA3ATNEAD; HECO-

2A4CO0B8AHHDIE OUEHKU.
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