MSC 60H30, 60H10

STOCHASTIC LEONTIEFF TYPE EQUATIONS IN TERMS
OF CURRENT VELOCITIES OF THE SOLUTION

Y. E. Gliklikh', Voronezh State University, Voronezh, Russian Federation,
yeg@math.vsu.ru

E. Yu. Mashkov, Kursk State University, Kursk, Russian Federation,
mashkovevgen@Qyandex.ru

In papers by A.L. Shestakov and G.A. Sviridyuk [1, 2] a new model of the description
of dynamically distorted signals in some radio devises is suggested. In [3, 4] the influence of
noise is taken into account in terms of the so-called current velocities of the Wiener process
instead of using white noise. This allows the authors to avoid using the generalized function.
It should be pointed out that by physical meaning the current velocity is a direct analog of
physical velocity for the determinitic processes. Note that the use of current velocity of the
Wiener process means that in the construction of mean derivatives the o-algebra "present"
for the Wiener process is under consideration while there is another possibility to deal with
the "present" g-algebra of the solution as it is in the usual case in the theory of stochastic
differential equation with mean derivatives. In this paper we consider stochastic Leontiev
type equation of some special sort given in terms of current velocities of the solution and
obtain existence of solution theorem as well as some formulae for the density of the solution.
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Introduction

The idea of mean derivatives of stochastic processes was suggested by E. Nelson
in 60-th years of XX century (see [5, 6, 7]). Unlike ordinary derivatives, the mean
derivatives are well-posed for a very broad class of stochastic processes and equations with
mean derivatives naturally arise in many mathematical models of physics (in particular,
E. Nelson introduced the mean derivatives for the needs of Stochastic Mechanics, a version
of quantum mechanics). Nelson introduced forward and backward mean derivatives while
only their half-sum, which is symmetric mean derivative called current velocity, is a direct
analog of an ordinary velocity for deterministic processes. Another mean derivative, which
is called quadratic, is introduced in [8]. It gives information about the diffusion coefficient
of the process. Using both Nelson’s and quadratic mean derivatives, one can in principle
recover the process from its mean derivatives.

In papers by A.L. Shestakov and G.A. Sviridyuk [1, 2] a new model of the description of
dynamically distorted signals in some radio devises was suggested. In [3, 4] the influence of
noise is taken into account in terms of the so-called current velocities of the Wiener process
instead of the use of white noise that allowed the authors to avoid using the generalized
function. Note that the use of current velocity of the Wiener process means that in the
construction of mean derivatives the "present"o-algebra for the Wiener process is under
consideration. At the some time there is another possibility to deal with the "present"
o-algebra of the solution as it is in the usual case in the theory of stochastic differential
equation with mean derivatives.
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In this paper we consider the stochastic Leontieff type equations given in terms of
the current velocities of the solution, i.e., we use the solution "present" o-algebra in
the construction of mean derivatives. Note that in this case the Wiener process is not
included in the equation explicitly but it is involved into the final formula for the solution.
We consider the equation whose matrix pencil is regular and satisfies the so-called rank-
degree condition (Chistyakov’s condition). As a result, we obtain the existence of solution
theorem and explicit formulae for the solution in terms of its probabilistic density.

The structure of the paper is as follows. In Section 1 we introduce the necessary
material from the Theory of Mean Derivatives. In the second Section we present some
facts from the Theory of Matrices . Section 3 is devoted to the main result and in Section
4 we consider some generalization of our construction that allows us to investigate some
equations that are more general than those in Section 3.

1. Preliminaries on mean derivatives

Consider a stochastic process £(t) in R™, ¢ € [0, ], given on a certain probability space
(Q, F,P) and such that £(¢) is Li-random variable for all ¢.

Every stochastic process {(t) in R™, ¢ € [0, ], determines three families of o-subalgebras
of o-algebra F:
(i) the "past" P¢ generated by pre-images of Borel sets in R” by all mappings & (s): Q—R"
for 0 < s <t
(i) the "future" F? generated by pre-images of Borel sets in R"™ by all mappings
£(s): Q=R fort <s<lI;
(iii) the "present" ("now") N generated by pre-images of Borel sets in R” by the mapping
().
All families are supposed to be complete, i.e., containing all sets of probability 0.

For convenience we denote the conditional expectation of (t) with respect to ./\ff by
EE ().

Ordinary ("unconditional") expectation is denoted by E.

Strictly speaking, almost surely (a.s.) the sample paths of £(¢) are not differentiable for
almost all ¢. Thus its "classical"derivatives exist only in the sense of generalized functions.
To avoid using the generalized functions, following Nelson (see, e.g., [5, 6, 7]) we give

Definition 1. (i) Forward mean derivative DE(t) of £(t) at time t is an Li-random variable

of the form

); (1)

where the limit is supposed to exists in L1(§2, F,P) and At — +0 means that At tends to
0 and At > 0.

(ii) Backward mean derivative D,E(t) of £(t) at t is an Ly-random variable

); (2)

where the conditions and the notation are the same as in (i).

Note that mainly DE(t) # D.£(t), but if, say, £(¢) a.s. has smooth sample paths, these
derivatives evidently coinside.
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From the properties of conditional expectation it follows that DE(t) and D,£(t) can
be represented as compositions of () and Borel measurable vector fields (regressions)

At) —
Vo) = i B

Vo) = tim B SO 80 ) p 3)

on R™. This means that DE(t) = YO(¢,£(t)) and D.E(t) = Y2(¢,£()).

£@t) = ),

Definition 2. The deriative Dg = (D + D,) is called symmetric mean derivative. The
deriative Dy = %(D — D,) is called anti-symmetric mean derivative.

Consider the vector fields
1
Vit ) = S (VO (t2) + Y, 2))

and
ut(t,z) = %(Yo(t,x) — Y (t, x)).

Definition 3. v¢(t) = v5(t,£(t)) = Dg&(t) is called current velocity of £(t);
us(t) = us(t, (1)) = DAE(t) is called osmotic velocity of £(t).

For stochastic processes the current velocity is a direct analogue of ordinary physical
velocity of deterministic processes (see, e.g., [5, 6, 7, 9]). The osmotic velocity measures
how fast the "randomness" grows up.

Below we often deal with the processes of the form

s@:&+l%@%+mm ()

where w(t) is a Wiener process. For such processes the above-mantioned "physical"
properties of current and osmotic velocities become clear from the following propositions.

Denote by p®(t, z) the density of process ((4)) with respect to Lebesgue measure A on
[0,1] x R™. This means that for every continuous inntegrable function f(¢,z) on [0,1] x R"
the following equality takes place:

/ ft,2)p(t, x)d\ = / f(t,&(t))dPdt.
[0,{]xR™

Qx[0,]]

Lemma 1. For porcess ((4)) in R™ the vector field us(t, z) is represented in the form
1
ut(t,z) = igradlog p(t, ). (5)

Lemma 2. For process ((4)) in R™ the vector field v*(t,x) and the density p*(t, ) satisfy
the equation of continuity
Op(t, )
ot
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Introduce the increment A&(t) of process £(t): A&(t) = £(t + At) — &(t). We consider
A&(t) and a column-vector in R™. So, its conjugate A¢(t)* and is a row-vector. We define
the so called quadratic mean derivative Dy by the formula

A <A *
Da(t) = tm 5 DO 7)

where - denotes the matrix multiplication. If Dy&(t) exists, it takes values in symmetric
positive semi-definite (2,0)-tensors (see details, e.g., in [9]).
2. Glossary of some facts from matrix theory

We need also some facts from the theory of matrices. Detailed explanation of this
material can be found, e.g., in [10, 11].

Definition 4. Let two n xn constant matrices A and B be given. The expression N\A+ B
where \ 1s a real or complex valued parameter, is called the matrix pencil. The polynomial
det(AA + B) (with respect to \) is called the characteristic polynomial of the pencil. If
det(ANA + B) is not identical zero, the pencil is called reqular.

Theorem 1. Let the matriz pencil NA + B be reqular. Then there exist non-degenerate
matrices P and () such that

P(/\A+B)Q:)\({)d ]%)+(‘g ]no_d), (8)

where 15 and I,,_q are unit matrices of the corresponding dimensions, N is an upper triangle
matriz consisting of Jordan bozxes with zeros on diagonal and J is a certain d x d block.

Definition 5. If the characteristic polynomial satisfies the equality
rank(A) = deg(det(AA + B)), 9)

we say that the polynomaial satisfies the rank-degree condition or equivalently Chistyakov’s
condition.

Theorem 2. If the characteristic polynomial satisfies the rank-degree condition, assertion
of Theorem 1 holds true and formula (8) takes the form

P(/\A+B)Q:)\({)d 8)*(3 [no_d). (10)

3. Main result

Let L be a degenerate matrix and M be a non-degenerate matrix such that the pencil
AL + M is regular. Evereywhere below we suppose that this pencil satisfies the rank-
degree (Chistyakov’s) condition. Take matrices P and @ from Theorem 2 and construct

matrices L = PLQ and M = PMQ. From Theorem 2 it follows that L = ( —81 8 ) and

M = ( g ]0 ) Note that since M is non-degenerate, J is also non-degenerate.
n—d
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Introduce the matrix L = QLQ*. For C*®-smooth vector-function f(t) we consider the
system B B R
{ LDSS(t) :_Mg(t> + f(t)? (11)
Dy¢(t) = L
that we call the stochastic Leontieff type equation with current velocities. The adequate
initial conditions for equation (11) will be described below.

Consider n(t) = Q7 '€(t) and f(t) = Pf(t). Then according to the transformation
of equation ( 1), explamed in Theorem 2, we obtain the first line in (11) in the form
LDgn(t) = Mn(t) + f(t). Since n(t) = Q~ §( ), from the definition of L and definition of

Dy by formula (7) we get that the second line of (11) for n(t) takes the form Dyn(t) = L.
Thus, equation (11) is transformed into the equation for 7(¢) in the form

LDgn(t) = Mn(t) + f(¢),
[t e

Thus R” is expanded into the direct sum of two subspaces R? and R so that equation
(12) is expanded into two independent equations in those spaces:

DgnM () = JpM M (p),
{ Do 0+ w

in R? and o o
{ n (t) + (t) =0, (14>

in R*¢,

From the second line of ((14)) it follows that the solution of (14) is not random. Then
from the first line it follows that the solution takes the form n® (t) = — f®)(t) with obvious
initial condition n?(0) = — £ (0).

For investigation of ((13)) we apply Theorem 8.50 of [9).

For simplicity denote the C**-smooth vector field Jx 4 fM)(¢) on R¢ by the symbol
v(t,z) and denote the flow of this vector field by g;.

From the second line of ((13)) it follows that the solution, if it exists, must have the
form of (4). Specify a probabilistic density py on R? such that it is nowhere equals zero. In
this case it follows from Theorem 8.50 of [9] that the densfcy p( ) of the solution with initial
density py takes the form p(t) = e?® where p(t, ) = po(g_i( fo (div v) (s, gs(g—¢(x))ds,
po = logpo.

Since p(t,x) is well-defined for all ¢ € [0,7], it determines a process £(t) with this
probability density and so with initial density py. By 77(()1) we denote the random variable
in R? with density po.

By construction Dgn)(t) = v(t,nV(t)). Let v = Sgrad p = gradlog,/p and
a(t,z) = v(t,x) +u(t,z). Then nM(t) satisfies the stochastic differential equation

10 =+ | (s, 1 (s))ds + w(s) (15)

and so it is a solution of (13) in form (4) we are looking for.
Thus we have proved the following
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Theorem 3. Under the conditions mentioned above, equation (11) transformed into form
(12), with initial conditions n®(0) = — 2 (0) in R"% and a random variable with density
po nowhere equals to zero in R, has a solution.

4. Certain generalization

Consider a certain symmetric positive-definite matrix = in R?. Since it is positive
definite, it is non-degenerate and there exists a non-degenrate matrix A in R? such that

= = AA* where A* is a transpose matrix A. Introduce the matrix © = ( ; 8 ) and the
matrix © = QOQ* in R”. We deal with the equation
{ Do = ME(t) + F(0), "
Dy¢(t) = ©.

In the same way as (11) is transformed to (12), by applying P and @ we transform (16)
into the equation
= Mn(t) + f(1),
17
Das(t) = ©. "

As well as above, (17) is expanded into two independent equations

{ LDgn( ):

DsnW(t) = JnW(t) + FO(¢), (18)
Don(t) ==
in R% and
) @) () —
n(t) + fA(t) =0,
{ Dan'®(t) =0 13)

in R"~%. Note that (19) coincides with (14
same as for (14).

For investigation of (18), introduce in R? a new inner product (-,-) such that for
arbitrary vertors X and Y in R? its value takes the form (X,Y) = (271X,Y). Specify
an initial distribution py in R? that nowhere equals zero. Consider the vector field
v(t,z) = Mz + f(t) and denote by g; its flow. Then from Theorem 8.50 of [9] it follows
that the density p( ) of the solution with initial density p, takes the form p(t) = e?® with
p(t,z) = po(g—( fo (Div v)(s,gs(g—¢(x))ds where py = logpy and Div denotes the
divergence in R? Wlth inner product < -). An additional modification of the construction

here is that n")(t) = 7701) + fo s,nM(s))ds + Aw(s)(an analog of (15)). Thus we obtain

and the arguments for its investigation are the

Theorem 4. Under the conditions mentioned above, equation (16) transformed into form
(17), with initial conditions n®(0) = — 2 (0) in R"% and a random variable with density
po nowhere equals to zero in RY, has a soltion.

The research, whose results are described in Section 3, is supported in part by RFBR
Grant 12-01-00183, the ones whose results are described in Section 4 — by RSEF Grant
14-21-00066.
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