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A wide class of mathematical physics problems can be considered within the framework
of semi-linear Sobolev type equations, which describe various processes (for example
deformation processes, processes occurring in semiconductors, processes of oscillatory
motion propagation in various media, and so on). The article is devoted to the study
of control problems (optimal, start and rigid) of one mathematical model of Sobolev type,
which is based on the equation describing the process of changing the concentration potential
of a viscoelastic fluid filtered in a porous medium (the process of nonlinear diffusion of
matter). We find the sufficient conditions under which there exists a solution to the control
problem of the model under study. An algorithm for the numerical solution method is
constructed and a computational experiment is presented.

Keywords: Sobolev type equations; nonlinear diffusion model; start control problem;
optimal control problem; the problem of rigid control; mathematical modeling; projection
method; decomposition method.

Introduction

Now there is a wealth of research experience devoted to nonlinear models of
mathematical physics. In the study of such models, one can especially distinguish a class
of models based on Sobolev type equations. A feature of these equations is, first of all,
the possibility of degeneration of the basic equation for certain values of the parameters
of the problem. This feature entails certain difficulties in the study of problems associated
with these equations. Before proceeding to the construction of methods for their study, it is
necessary to study the structure of the phase manifold and find conditions for the existence
of solutions to initial-boundary value problems. In the 1990s G.A. Sviridyuk developed
a method for studying degenerate equations, which was named the method of the phase
space. This tools have opened to solving problems that had not been resolved in connection
with a possible degeneration of the basic equation and should undertake a systematic study
of previously known models. At the moment, in the theory of Sobolev type equations, there
are many models that describe various processes (for example, deformation processes |1, 2|,
processes occurring in semiconductors [4], processes of oscillatory motion propagation in
various media [5] and so on.

As classical works in the theory of optimal control, we note works written
by J.-L. Lions. For example, the work [6] systematically studies optimal control problems
for partial differential equations. Optimal control problems for linear |7, 8] and nonlinear
[3] Sobolev type equations were widely studied. Namely, the optimal control problems for
linear equations of Sobolev type were first studied by G.A. Sviridyuk and A.A. Efremov
[7]. The review [9] is devoted to description mathematical model of the optimal dynamic
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measurement. In this article consider various types of control problems (such as optimal
control, start control, and rigid control) for on the nonlinear diffusion model.

Consider the domain 2 C R" is bounded and has a smooth boundary for ease of
consideration 02 class C*°. In Q x R,. Consider the initial-boundary value problem

(A= A)(z(s,0) — z0(s)) =0, s € Q, (1)

x(s,t) =0, (s,t) € 02 x Ry, (2)

for partial differential equation
(A — A, = div(|Vz|P*Vz) + u. (3)

The problem (1)—(3) describes the process of changing the concentration potential of a
viscoelastic fluid filtering in a porous medium (the process of nonlinear diffusion of a
substance) [10] and forms a mathematical model of nonlinear diffusion. The parameter
A € R characterizes the viscosity of the liquid, and it was experimentally confirmed that the
negative value of the parameter A does not contradict the physical meaning of the model.
Right side u = u(s, t) of the equation (3) describes a given external influence. For the first
time the question of existence and uniqueness of the solution to the problem (1)—(3) was
considered by G.A. Sviridyuk [5]. He obtained conditions for the existence and uniqueness
of a solution in the case of a local classical and weakly generalized solution in the case
of non-negative definiteness of the operator at the time derivative (degenerate case). In
case A € R, (non-degenerate case) this problem was investigated by Liu Changchung. He
obtained conditions for the existence of a weak solution [11], and revealed the asymptotic
properties of the solution [12].

Let X, 92 is functional space, then, due to the possible degeneracy (1)—(3) mathematical
model can be reduced to an abstract problem

L(z(0) — z0) = 0 (4)
for the semilinear operator equation
Lz +M(x)=u (5)

with s-monotone and p-coercive operator M (the Showalter—Sidorov problem for an
equation of Sobolev type). Consider control problems

J(x,u) — inf (6)

solutions (1)—(3) in the weak generalized case. Here J(z, ) is target functional constructed
in different ways depending on the considered control problem; vector u € iU,; in case .4
is a given closed and convex subset in 4.

1. Mathematical Model
We reduce the problem (1), (2) for

(A — A)z; — div(|Vz|P2Vz) = y (7)
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o0l
to an abstract problem. Next, we consider the function spaces H = Ly(2), $ =W, (2),
1

0
B =W, (), H" = Wy 1), B* = W-1Q). By construction space H is Hilbert if we

q
introduce in it the classical scalar product

(x,y) = /xyds Va,y € H.
Q

Due to the choice of function spaces £, B8 and constructed conjugate spaces $*, B* exists
a dense and continuous embedding

B H o HH —B*.

We define the operators L and M:

(Lz,y) = /(Vm -Vy+ dzy)ds, x,y € N,
Q

(M(x),y) = / |V2|P~*Vx - Vyds, w,y € B.
0

Further, in order to prove the existence of a solution, we need to determine the properties
of the operators L and M. Let {p,} is the sequence of eigenfunctions of the operator (—A)
in the Sturm-Liouville problem with the homogeneous Dirichlet condition corresponding
to the sequence {\;}. The properties of the operator L are described in the following
lemma:

Lemma 1. [2]| (i) For all A > —\; the operator L € L($;$*) is self-adjoint. In case
A > — )\ positive defined, and in case A = —\; a degenerate operator, and also has the
Fredholm property.

(ii) The operator M € C*(B;B*) is s-monotonous and p-coercive.

Counsider

. {0}, A > —)\1,
ker I = { span{p1 }, A = —\;

and
‘57)*7 )\ > _)\17
{ren (z,01) =0}, A=—-X\

for operator L. Then there is a projector () defined as follows

. I[,)\>—)\1,
Q_{ H_<'7901>7 )‘:_/\1

coim L = {

Following the phase space method, it is necessary to construct a phase manifold. Then the
phase manifold (7) in operator form

%, A > —)\1,
= { {x €B: <M(l‘),§01> = <y7901>}7 A=—-N\
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or

/div(!x\p_Qx)wl ds = /ygpl ds.

Q Q

By virtue of the obtained properties of the operators L, M, namely, such as the
nonnegative definiteness, the Fredholm property of the operator L and the s-monotone,
the p-coercive of the nonlinear operator M implies the simplicity of the phase manifold. If
the phase manifold of the equation under study with the boundary condition is a simple
manifold, then this fact implies the uniqueness of the solution to the initial problem.

Let the right side of the equation in (7) have the property

/%01 ds (8)

Q

does not depend on ¢t. Then the following theorem is true.

Theorem 1. For all fizred values of the parameter A > —\; and if the condition (8)
is satisfied, then the set 9 is a simple Banach C'-manifold modeled by the subspace
coim L N*B.

Proof of the Theorem 1 is a consequence of the abstract case [2| for a semilinear
equation with s-monotone and p-coercive operators.

Theorem 2. For all fived values of the parameter X > —\; and for all xqg € B, T €

R,y € L,(0,T;B*) exists weak generalized solution there exists a unique weak generalized
solution © € Ly (0,T;coim L) N L,(0,T;B) problem (1), (2), (7).

Proof of the existence of a weak generalized solution is based on the solvability of the
Showalter—Sidorov problem for a semilinear operator equation with an s-monotone and p-
coercive operator. Following the phase space method, we introduce in the subspace coim L
the equivalent norm |z|*> = (Lx,z) . We construct a priori estimates for the solution of the
problem, for this we scalarly multiply equation (7) on z and integrate the resulting result
over (0,t), and

/t / (A= A)(z,)x 4 |V P 2(Vz)?)dsdr = /t / yrdsdr

%*dT

¢ ¢
//(AV(xT)Vx—i-xTx—i- |Va|P)dsdr < / ||| ||y
0 Q 0

%*dT
T~

t t
1d

| [ Gy +22) 4 (VaP)dsar < [ sl

0 Q 0
03‘I|Loo(07t;C0in'; L)+ O4Hx||ll)/p(07t;%) < ' (9)

Cul|yll o018+ + 02\90(0)&00(07,5;60“ py, Ci>0,i=1..4

O
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2. Investigation of the Problems of Start Control

Let’s move on to the consideration of the start control problem and the final
observation or the start control problem for (7). On the lateral surface of the cylinder
Q7 and at the initial moment of time, instead of the condition (1), consider the modified
Showalter—Sidorov condition

(A= A)(z(s,0) —u(s)) =0, s €Q, (10)

and the Dirichlet condition (2).

As the control space, we take the space {{ =B and fix in it a non-empty, closed, and
convex subset U,y C 4. Let’s build the target functional and consider

— the problem of start control and final observation of solutions (2), (7), (10) and

J(@(T),u) = Il|a(T) =zl + (1 = D|ully — nf,  J€(0,1), (11)

xy = x¢(s) is a fix state of the system, which must be achieved with the minimum initial
action u after time t = T7;
— the problem of start control of solutions (2), (7), (10) and

J(z,u) = Oz(s,t) = xp(s, )7 0,70 + (1 = Dluly = inf,  J€(0,1),  (12)
xy = xs(s,t) is fix state of the system to be achieved with minimal initial impact w.
Definition 1. The pair (£(T'), @) € B xyq called a solution (2), (7), (10), (11), if
J(E(T), a) = J(2(T), u),

inf
(2(T),w)
provided that (x,u) € [Loo(0,T;coim L) N L,(0,7;B)] X Uyq and x is weak generalized
solution problem (2), (7), (10). Moreover, the vector function G called start control (2),
(7), (10), (11).
The solution to the problem (2), (7), (10), (12) is defined similarly.

Definition 2. The pair (z(T),a) is admissible for problem (2), (7), (10), (11), if
(x(T),u) € M x Uyg and J(z(T),u) < 4o0.

The admissible pair for the problem (2), (7), (10), (12) is defined similarly.

Remark 1. If the set is nonempty U,q # O, for all fix u € 4,4 by virtue of the existence
Theorem, there is a unique solution x = z(y,u) for problem (2), (7), (10). Therefore, the
set of admissible elements of a control problem is not empty.

Theorem 3. For all fixt A > =X\, T € Ry, y € L,(0,T,B*) exist solution (Z(T'),0)
problem (2), (7), (10), (11).
Proof. Tt follows from the existence theorem that the operator
d
(L@ + M) : [Loo(0,T; coim L) N L,(0,7;B)] — L,(0,T, %)
is a homeomorphism. Then the functional (11) can be regarded as a functional that does
not depend on the pair (£(7, s),4(s)), but only from u(s), that is

J(x(T),u) = J(u).
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Let {u;,} C ¢ minimizing sequence, that is

lim J(u,,)= inf J(u).

Jim J(un) = inf J(u)

Due to the existence of a limit, the sequence is bounded, which, due to the structure of
the functional, entails the boundedness

||ttm]|s < const, Vm € N.

Thus, due to the reflexivity of the constructed function spaces and the weak sequential
closedness of the unit ball, from a converging sequence, one can choose a converging
subsequence From the estimates above (possibly, passing to a sequence), we select weakly
converging sequences u,, — ¢ in 8. According to the Mazur theorem, the point @ € 4.
Let x,, = x(u,,) weak generalized solution to the problem

Tm(s,t) =0, (s,t) € 02 x (0,T), (13)
(A= A)(zp(s,0) —u(s)) =0, s €, (14)

for
A= Az — div(|Ve, [PV, =y (15)

Due to the reflexivity of space L,(0,T,8) and inequality (9) exist weak limits
Ty — T x-weakly in L (0, T; coim L);

T, — & weakly in L,(0,T;B).

Due to the p-coercivity of the operator M, we obtain

T
[ 2mlles d7 < CM [ |2 I3 |2l d,
0

(M ()2 d7 < fr|M<xm>r

and therefore M (x,,) limited in L,(0,T;B*). Due to the reflexivity of space L,(0,7";5")
M(z,,) — pweakly in L, (0, T';B%).
Due to the compact embedding B < H subsequence M (x,,) — p in Ls(0,7;H), then
= M(z,,).
Hence, passing to the limit in the equation state and initial condition, we get

5
Ld—f +M(@) =y, L(@(0) —a) = 0.
Then & = #(4) and liminf J(u,,) > J(@). So @ is a start control.

(I
The existence of a solution to the start control problem is proved in a similar way:

Theorem 4. For all fix parameter values X > —X\i, T € Ry, y € L,(0,T,B*) exist
solution (,u) problem (2), (7), (10), (12).
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3. Optimal Control Problem

Consider the space 4 = L,(0,7;8*) and fix in it a non-empty, closed, and convex
subset U,y C U. Consider optimal control problems

J(@,u) = Oz =27 010 + (L= Du—uglly = nf, 9 e(0,1), (16)

for initial-boundary value problem (1), (2) for partial differential equation (3). Here z; =
xf(s,t) is fix system state, us = us(s,t) is a fix state of external influence on the system.
The problem is to find such a distribution of the state so that the external influence is the
closest to the given one with the best achievement of the required state.

Remark 2. If the set is nonempty g # O, for all u € {,4 by virtue of the existence
Theorem, there is a unique solution z = x(y,u) problem (1)—(3), (16). From which it
follows that the set of admissible elements of the control problem is not empty.

Problem (1)—(3), (16) belongs to the class of problems with s-monotone and p-coercive
operators. The proof of the Theorem is based on reducing the problem to an abstract
setting, on the monotonicity method, Mazur’s theorem, and weak limit transitions. The
existence of a solution to problem (1)—(3), (16) is based on the same methods as in the
proof of the previous Theorem.

Theorem 5. For all fix parameter values A > —X\;, T € R, there is a solution (Z,1u)
problem (1)—(3), (16).

4. Algorithm of a Numerical Method to Find Solution
for Control Problems

Based on the existence and uniqueness Theorem for the solution of the Showalter—
Sidorov problem, the convergence of a sequence of approximate solutions to the exact
solution, existence Theorems for the solution of the control problems under study, we
construct a numerical method algorithm based on decomposition and penalty methods for
the nonlinear diffusion model. In the final qualifying work, three main types of control
problem are investigated:

— the problem of optimal control,

— the problem of rigid control,

— the problem of start control.

A distinctive feature of the studied problems is the type of control action. In the first and
second cases, control is characterized by an external action u = (s, t) and enters the right
side of the system as an unknown external action. In the third case, the control u = u(s)
corresponds to the form of the state of the system at the initial moment of time and enters
the initial condition of the problem as an unknown state. Therefore, it is necessary to
modify the existing algorithms.

We denote by o the spectrum of the operator (—A) with the homogeneous Dirichlet
condition, by {A;} the set of eigenvalues, and {¢x} is a family of corresponding
eigenfunctions orthonormal with respect to the scalar product < -,- > from Ly(€2). We
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find a numerical solution to the problem in the form of Galerkin approximations

i(s.0) = 3 wel(t)puls).
k=1

where K € N, need to K > 1, since the first equation of the system can turn out to be
algebraic. Then

— in the case of study the problem of optimal or control, the right side of equation is
an unknown function, to form a system of differential or algebraic differential equations,
we represent the right side of equation (control) (3) in the form

K
i(s,t) = Zuk(t)@kz(s),
k=1
— in the case of study the problem of start control, the right side of the equation

is a known function; form a system of differential or algebraic-differential equations, we
represent the right side of equation (7) in the form

(s, ) = > uk(t)pr(s).

The initial state of the system from condition (10) function u(s) can also be represented

in the form
K
u = Z urpr(s).
k=1

We apply the decomposition method and linearize the original equation (3) or (7) and
— in the case of study the problem of optimal or boundary control, we introduce into
the equation (3) unknown function f = f(s,t) such that

A=Az, — div(|[VfP2VSf) = u, x(s,t) = f(s,1), (17)

— in the case of study the start control problem, we introduce into equation (7), the
unknown function f = f(s,t) such that

()‘ - A)xt - le(|Vf|p_2Vf) =Y, I'(S,t) = f(57t) (18>
We represent the unknown function f(s,t) in form
i K
Fls.t) =" frlt)pu(s).
k=1
By virtue of the second equation of the system in (17) or (18) target functional
— in an optimal control problem with a compromise functional is equivalent to
T
J(z,u) =03 [ dt [ |Va(s,t) — Vza(s, )P ds+
0 Q
T
+0-6 [ dt [|V[(s,t) — Vza(s, t)|P ds+
0 Q

+(1-190) f dt [ |Vu(s,t) — Vua(s, t)? ds,
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— in the rigid control problem is equivalent to

J(z,u)=0- ﬁf dt [ |Vx(s,t) — Vaa(s, )P ds+
0 0
03[ dt [ (s.1) — Vra(s, O ds.
0 Q

— in the problem of start control is equivalent to
T
J(z,u)=0- ﬁf dtf |Va(s,t) — Vag(s, t)P ds+
T
+0- 6 [ dt [|V[f(s,t) — Vaa(s,t)|Pds+ (1—0) f|Vu (s)|Pds,
0o Q

— in the problem of start control and final observation is equivalent to
J(x,u) =08 [|Va(s,T) — Vay(s)|Pds+ 6 - ﬁf IV f(s,T)— Vaxu(s)P ds+
Q
+(1 f |Vu(s)|P ds

To find an approximate solution, we will use the penalty method. Let’s move on from
considering the original functional of the problem to the functional of the penalty

— in the optimal control problem with a compromise target functional

J(z, fu)=0- 60} dtg{ |Va(s,t) — Vaa(s, )P ds+

+0 - ﬁof dts{ IV f(s,t) =V f(s,t)|Pds+
—0) Of dt({ |Vu(s,t) — Vug(s,t)P ds+
+7e f dt({ |V (s, t) — Vzu(s, t)|* ds;
0
— in the problem of rigid control
Je(z, fou)=10- ﬁof dt({ V(s t) — Vag(s,t)|P ds+
+6 - ,Bbf dt({ IV f(s,t) — Vag(s, t)[Pds+ r. ;fp dt({ |V(s, t) — V f(s,t)|*ds;

— in the start control problem

Je(z, fyu) =0 - ﬁ;fp dt({ V(s t) — Vau(s,t)P ds+

+9-ﬁjdt§£\Vf(s,t Vig(s,t)[Pds+ (1—0 f]Vu )P ds+

T
+re [ dt [|Vz(s,t) — V (s, t)]*ds;
0 @
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— in the problem of start control and final observation

Je(z, fou) =0 B [ |Va(s,T) — Vaa(s)[Pds+ 05 [|Vf(s,T) — Vag(s)]F ds+
Q Q

T

+(1—=0) [ |Vu(s)|Pds+r. [ dt [|[Va(s,t) — V[f(t, s)*ds,
Q 0 Q

where parameter r. — +00 npu € — 0+. The last term directs the approximate functions

T and f to each other. Thus, finding a solution to the starting control problem is reduced

to finding a triplet of minimizing functions (Z(T), f(T), u).

5. Program Description

On the basis of the algorithm described in the previous paragraph, a complex of
programs is built, consisting of 5 modules. Each module finds an approximate solution to
the corresponding control problem. The program is written in the Maple language and
implemented in the Maple 17 computer mathematics system.

The logical structure of each program module
The program includes the following steps:
— data input;
— decomposition of the original equation;
— formation of an approximate solution;
— building a quality functional;
— minimization of the quality functional;
— finding an approximate solution;
— solution output and plotting.

Let’s describe each of the steps:
Step 1. Entering the parameters of the equation, the number of terms in the approximate
solution, eigenfunctions and eigenvalues of the homogeneous Dirichlet problem for the
operator (—A), the length of the segment.
Step 2. Formation of an approximate solution and control in the form of Galerkin
approximate is carried out using the loop <for()> from 1 to K.
Step 3. Substitute the expansion of the solution into the equation using the procedure
subs.
Step 4. Multiplying the resulting solution by the eigenfunctions ¢(s) we generate a
system of equations. We make a check for possible degeneracy of the first equation of the
system based on the procedure "if ()".
Step 5. Find the solution of the system of differential algebraic equations with initial
conditions using the procedure <dsolve()> with respect to the unknowns xy(t).
Step 6. Generate the quality functional using the procedure <subs()>. Unknown controls
are approximated by polynomials.
Step 7. Using the «Optimizations package and the «<INPLSolve()> procedure, we
find the minimum of the functional, then we compose the solution to the problem.
Step 8. The resulting solution is displayed and a graph is built.

Let’s consider the results of the program using the following examples.
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6. Computational Experiments

It is required to find a solution to the control problems considered in the previous
sections for a mathematical model of nonlinear diffusion, which in case n = 1 and domain

Q= (0, 7) take the form

2(0,t) = x(m, t) =0, t € (0,7T), (19)

for
)\xt — Tgst — (‘xs‘p72xs)s =Uu (20>

or
ATy — Togr — (|76]P224) s = w. (21)

The initial condition for the optimal control problem be considered in the form
A(x(s,0) — x0(5)) = xss(5,0) — x0s5(5), s € (0,7),

where the initial distribution of the process zo(s) is known, or in the form
Ax(s,0) —u(s)) = zss(s,0) — uss(s), s € (0,m),

for problems of start control, where the initial distribution of the process u(s) is to be
found.

To linearize the equation, following the proposed decomposition method. We introduce
into (21) the required function f = f(s,t):

)\xt — Tsst — (‘fs’p72f5>s =Y, 33'(8, t) = f(S,t) (22>
An approximate solution (19), (22) is searched in the form

K

xk(t)(pk(s)a f(ta S) = ka(t)(pk(s)a K>1, (23>

k=1 k=1

Z(t,s) =

™)~

where {(s)} are solutions to the eigenvalue problem.
AX(s) = —X(s), s € (0,7),
X(0) = X(m)=0.
The considered spectral problem is solvable and has a countable set of eigenvalues {\;},

2
the functions {py} form orthonormal with weight \/j system of functions
m

l
: ds =< S e L=k,
0

2
Here ), = @i(s) = \/;sin(ks) and A\, = k2.
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Multiplying scalarly (22) taking into account the condition (19) by the eigenfunctions
vr, k = 1,2,..., K, we obtain a system of ordinary differential or algebraic-differential
equations

—V21%2t — BAf3(t) f1 (1) — 36f5(2) f3 (1) — 9fs(b) f2(t) — 24 f5(8) f1(t) — 3P (t)

2
(A — Al)“ﬁ) o
= o + <y(87t)7301(s) >,
HOSF3(0) (1) + 36 A(D1(1) + 2473(0) + 12500 73(0) + O 2) 2T
=< y(57t)7902(3) >, "
2BF3(1) + 216/5(0)30) + 540 F2(0) + 36D A1) + 3D + (3 — 1) 2o

2
=< y(87 t)a 903(8) >,

Using the decomposition method, we linearize the system of equations. From this system,
we obtain the unknown Galerkin coefficients xj(¢), which can be obtained as functions
fr(t). These functions were found from the known right side of the equation y(s,t)
and the initial condition g, or u,. Then, following the algorithm, the target functional
is introduced and the necessary control coefficients are found. Let us consider several
examples of various control problems.

Example 1. Consider the problem of start control (2), (7), (10),

™

J(z,u) = 9/ dt/ |25 (5, 1) — 245(s,1)[* ds + (1 — 6) / lus(s)|*ds — min,  (24)

1 99
at T =1, K =3,0 =—-, 08 = 100’ r. = 100, right side of the system of equations

y(s,t) = tsin(s), the required state of the system is given in the form

zq(s,t) = \/g(sin(s) + tsin(2s) + ¢ sin(3s)).

Set the target function as follows

() = B0 [ dt [ loa(s,8) — was(s, )1 ds + (1— B)0 [ dt [ |fs(s.t) — wasls, D) ds
0 0 0 0
T T b

+(1 —H)J\us(s)\‘lds—i—rsbf dtbﬂxs(s,t) — fs(s,t)* ds.

As a result of <Software module of numerical solution of the start control problems an
approximate solution of the considered control problem is found, at that functional
J = 0.48755110.
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Fig. 1. a) Approximate solutions &, f, required state x4 at time ¢ = T7; b) the control
function @ at time ¢ = T'; ¢) the approximate solution  at time ¢ € (0,1); d) the control
function @ at time ¢ € (0, 1)

Thus, approximate solution (&, f) has the form

T(s,t) = —0.6095389046 sin(s)(—0.4143453768t + (3.3373466258t10 + 4.252327661417+
+1.5057931918¢8 + 1.5466228124¢7 + 1.3941901369¢% + 0.2257921405t° + 0.2616133t*+
+0.1807035538t3 — 0.0204324140t% + 0.0543035764t — 0.43736242) cos?(s)+
+(2.1733710027¢10 + 2.6973985097¢° 4+ 0.9059160557t% + 1.0349831691¢7 + 0.8977797t%+
+0.1280656218t° 4+ 0.1806120223t* + 0.1093883847t% — 0.01157808604¢> + 0.0341217¢t—
—0.2255654656) cos(s) + 0.1416949879¢1° + 0.309165886113t" + 0.1564465748t%+
+0.1962756811¢7 + 0.2046397397t5 4+ 0.0392128429¢t% + 0.0465780010t* + 0.03548513+
+0.0119926549¢ — 0.2095088798),
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f(s, t) = 1.595769121((1.7952775¢% + 0.7083824t* — 0.0555775¢ + 0.1670601) cos?(s)+
+(0.887926088t* + 0.2493363702¢% — 0.0128052001490951417t 4 0.0861596612) cos(s)+
+0.0206231663t> + 0.1103540259t* — 0.0121640234¢ + 0.0800264972) sin(s).

The obtained approximate solutions z, f together with the required state x4 at timet =T
are shown in Fig. 1a. Note that the solid line shows the required state x4, the dotted line
Z, the line of points f . The control function % shown in Fig. 1b. Note that the solid line
shows the required state x4, the dotted line Z, the line of points f . The approximate
solution Z, the control function @ are shown in Fig. 1c and Fig. 1d when ¢ € (0, 1) changes,
respectively.
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NCCJIEAOBAHUE PA3JIMYHBIX TUIIOB 3AJIAY
VIIPABJIEHU Y JIJI1 OJTHOM MOJIEJINT HEJITMHEVHOM
OUMJIBTPAIIUN

K. B. Ilepesosuuxosa, H. A. Manaxosa, A. C. Kynuosea

OOIMpPHBIHA KJIACC 38121 MATEeMATHIECKON (DU3UKH MOYKHO PACCMATPHUBATH B PAMKAX
[OJTYJINHEHHBIX YPABHEHUN CODOJIEBCKOTO THIIA, KOTOPbIE OMMCHIBAIOT Pa3jIMdHble (hu3nde-
CKHe TIPOIeCChl (HapuMep, NPOIecChl J1ehOPMAIIUH, IPOIECCHI, TPOTEKAIOIINE B IOy IIPO-
BOJIHUKAX, IPOIECCHI PACIPOCTPAHEHUS KOJIEOATEILHOIO JIBUYKEHUS B PA3JIUIHBIX CPeJaxX U
T.71.). CTaThsl MOCBSIIIEHA UCCIIEJOBAHUIO 3314 yIPAaBJIeHAs (OITUMAIBHOIO, CTAPTOBOIO 1
)KeCTKOI‘O) OJTHOM MATEMATHUIECKON MOJe N COOOJEBCKOTO THIA, B OCHOBE KOTOPOM JIEXKUT
ypaBHEHHUE, OIMUCHIBAIOIIEe MPOIECC U3MEHEHUsI TIOTEHITNAJIA KOHIIEHTPAINN BA3KOYIPYTOH
JKUJIKOCTH, DUILTPYIOmeiicss B nopucToil cpege (mporecc Hemuneiinoit auddysun sere-
crBa). HalizieHsl 10cTATOYHbBIE YCJIOBUS, IIPU KOTOPBIX CYIIECTBYET PEIIeHUs 33149 YIIPaB-
JIEHUS UCCIeyeMoii Mojiesn. [IocTpoeH ajiropuTM YUCJIEHHOTO METO/IA PEIIEHUS U IIPOBEICH
BBIYUC/ITEIbHBINA IKCIIEPUMEHT.

Karouesvie crosa: ypasrenus coboresckozo muna; modesv Heaunelinotl duddysuu; 3a-
dava cmapmoso2o YnNPasAeHUA; 3a0a4G ONMUMAALHOZ0 YNPABAEHUA; 300446 HCECTNKO20
YNPABAEHUA; MAMEMATNUNECKOE MOJEAUPOBAHUE; NPOEKUUOHHBLT MEMOJ; MeMOd deromno-

3UUUY.

2021, vol. 8, no. 4 59



K. V. Perevozchikova, N. A. Manakova, A. S. Kuptsova

References

1.

10.

11.

12.

Ceupuiok, [LA. Ypasuenns Xodda Ha rpadax / ['A. Ceupmiok, B.B. Illemerosa
/) Auddepennuanbubie ypasuenus. — 2006. — T. 42, Ne. 1. — C. 139-145.

Manakosa, H.A. Hekmaccuaeckne ypaBHenusi maremarudeckoit dusukn. DazoBbre
[IPOCTPAHCTBA MOJIYJTMHEHHbIX ypaBHeHuit cobosieckoro tuna / H.A. Manakosa,
[A. Ceupwmiok // Becrauk FOYpI'Y. Cepusi: Maremaruka. Mexanuka. Ousnka. —
2016. — T. 8, Ne 3. — C. 31-51.

Mamnakosa, H.A. MaremaTndeckue MOJIEIM U ONTUMAJIBLHOE YIIPABJICHHUE MTPOIECCAMU
dbuprpanm u gedopmanun / H.A. Manakosa // Becrauk FOYpI'Y. Cepusi: Mare-
MATHIECKOTO MOJIe/InpoBanns u nporpammupoBanus. — 2015. — T. 8, Ne 3. — C. 5-24.

Manakosa, H.A. WccaenoBanme oaHOIl MaTeMaTHIeCKOM MOJEIH paCIpeIeeHusl I0-
TEHIINAJIOB B KpucTajuimdeckoM nojyinposoguuke / H.A. Manakosa, K.B. Bactoukosa
// Becrauk FOYpI'Y. Cepust: Maremarndeckoe MOJEIMPOBAHUE M IIPOrPAMMUPOBa-
nue. — 2019. — T. 12, Ne. 2. — C. 150-157.

Ceupnmiok, I'A. Oxna 3ama4da 11s1 00001IeHHOTO (DUILTPAIMOHHOIO ypaBHeHus Byc-
cunecka / I'. A. Ceupuiok // Ussectus By3os. Cepusi: Maremarnka. — 1990. — Ne 2. —
C. 55-61.

Lions J.-L. Quelques maerthodes de resolution des problemes aux limites non lineaires
/ J.-L. Lions. — Paris: Dunod, 1968.

Sviridyuk G.A. Optimal Control Problem for One Class of Linear Sobolev Type
Equations / G.A. Sviridyuk, A.A. Efremov // Russian Mathematics. — 1996. — V. 40,
Ne 12. — P. 60-T71.

Sagadeeva M.A. Optimal Control of Solutions of a Multipoint Initial-Final Problem
for Non-Autonomous Evolutionary Sobolev Type Equation / M.A. Sagadeeva,
S.A. Zagrebina, N.A. Manakova // Evolution Equations and Control Theory. — 2019.
- V.8, Ne 3. — P. 473-488.

[Mecrakos A.JI. /lunamudeckue usMepenus B npocrpancrBax <mymoss [ ALJL. ITe-
crakoB, [.A. Ceupumiok, }0.B. Xyngakos // Becrauk FOYpI'Y. Cepusi: Kommnbiorep-
Hble TEXHOJIOTUHU, yIIpaBjieHue, pajanodaekTponnka. — 2013. —T. 13, Ne 2. — C. 4-11.

Davis P.L.. A Quasilinear Parabolic and a Related Third Order Problem / P.L. Davis //
Journal of Mathematical Analysis and Applications. —1972. — V. 40, Ne 2. — P. 327-335.

Changchung Liu. Weak Solutions for a Viscous p-Laplacian Equation Electronic
/ Liu Changchung // Journal of Differential Equations. — 2004. — V. 15. — P. 1-11.

Changchung Liu. Some Properties of Solutions of the Pseudo-Parabolic Equation
/ Liu Changchung // Lobachevskii Journal of Mathematics. —2003. — V. 63. — P. 3-10.

Iepesosuurosa Kcenua Baadumuposra, cmapuwut npenodasamens, xaghedpa < Ypaes-

HEHUA Mamemamudeckol puaurus, FOocno-Yparvekutl 20cydapemeennvill YHUBEPCUMEM,
(2. Heanbunck, Poccutickan Dedepavyusn), vasiuchkovakv@susu.ru.

Manaxosa Hamanvsa Anexcandposna, doxkmop Puduro-mamemamuieckur Hayk, 00-

uenm, 3asedyrouwuls xapedpot, Kapedpa < Ypasnenus mamemamuveckol Puauru>,

60

Journal of Computational and Engineering Mathematics



COMPUTATIONAL MATHEMATICS

FOotcro- Ypaavekuti 2ocydapemeennwt yrusepcumem. (2. Yeaabunck, Poccutickas @Pede-
payus), manakovana@susu.ru.

Kynuosa Anexcandpa Cepeeesha, mazucmparm, xapedpa < YpasHenus mamemamuve-
ckoli usurus, FOorcno-Ypaarvckud 2ocydapemeennui yrusepcumem (2. Yeasbumnck, Poc-
cutickaa Dedepayus), kupclj@rambler.ru.

Iocmynuna 6 pedaxuyuro 15 mapma 2021 e.

2021, vol. 8, no. 4 61



