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We study two martingales on the group of Sobolev diffeomorphisms of the flat n-
dimensional torus, they both are described by systems of two special equations with mean
derivatives. The first one describes a solution of the Burgers equation on the torus that
also satisfies an analog of continuity equation. The second martingale describes a certain
non-Newtonian fluid on the torus that satisfies some special analogs of the Burgers equation
and the continuity equation.
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Introduction

The paper is devoted to the Lagrangiaan approach to hydrodynamics initiated by
the well-known works by V.I. Arnold [1] and then by D. Ebin and J. Marsden [2|. The
main difference between those papers and our approach is that we replace the covariant
derivatives of weak Riemannian metric on the group of diffeomorphisms, that was used
in [2], by the second order backward mean derivatives of stochastic processes. The concept
of mean derivatives was introduced by E. Nelson (see, e.g., [3]) for the needs of the so called
stochastic mechanics. The use of these derivatives allows us to generalise the geometric
method used in [2] for investigation of ideal fluids, to the case of viscous fluids (see details,
e.g., in [4]). In spite of the fact that the construction is based on the Stochastic Analysis,
the results in particular are obtained for deterministic (not random) fluids.

We consider the hydrodynamics only on the flat n-dimensional torus and we essentially
use the properties of the torus in our constructions. Note that the investigation of fluid
motion on the torus is a well-known problem in the hydrodynamics. Recall that the flat n-
dimensional torus is a quotient space of R under factorisation with respect to the integral
lattice where the Riemannian metric on the torus is inherited from the Euclidean inner
product on R™.

We study two martingales on the group of Sobolev diffeomorphisms, they both are
described by systems of two special equations with mean derivatives. The first martingale
describes a solution of the Burgers equation on the torus that also satisfies an analog of
continuity equation. The second one describes a certain non-Newtonian fluid on the torus
that satisfies some special analogs of the Burgers equation and the continuity equation.
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1. Mean Derivatives

For simplicity of presentation, we describe the theory of mean derivatives for processes
in R". However, due to the fact that the geometry on the flat torus is inherited from the
Euclidean geometry on R"™, this presentation is unchanged applied to the torus.

Consider a random process {(t) in R"™ (where we specify the o-algebra of Borel sets),
t € [0, 7], defined on some probability space (€2, F,P) and such that £(¢) belongs to the
space Lq(§2, R™) for every ¢.

Denote by J\/’f the o-subalgebra <presences> in F generated by preimages of Borel
sets from R™ under the mapping £(¢) : Q@ — R™ J\/’f is assumed to be complete, i.e.
containing all zero probability sets. The «past> o-subalgebra Pf is the minimal complete
o-subalgebra such that all £(s) for 0 < s < t are measurable with respect to it. For
convenience, we denote by Ef the conditional mathematical expectation F( \/\/f) relative
to the <presence> NF of £(t).

Following E. Nelson, we introduce the concepts of forward, backward and symmetric
mean derivative.

The forward mean derivative DE(t) of the process £(t) at time ¢ is an L; random

element of the form £ Aty — £(1)
L ¢ t+ At) — &(t
De(t) = i 5 (L5050, 0

where the limit is assumed to exist in L1(€2, F,P), and the symbol At — +0 means that
At tends to zero 0 and At > 0.
The backward mean derivative D,&(t) of the process £(t) at the time instant ¢ is an

Li-random element
CRER) o)
At

where (as in (1)) the limit is assumed to exist in L;(£2, F,P), and the symbol At — +0
means that At — 0 and At > 0.

The symmetric mean derivative Dg is given by the formula (D + D,). The derivative
Ds&(t) is called the current velocity of £().

Everywhere below by w(t) we denote a certain Wiener process. We mainly need to
work with D, and Dg. That’s why let’s take a closer look at their properties. It follows
from the properties of the conditional expectation that D,£(f) can be represented as a
superposition of (t) and a measurable Borel vector field (regression)

a(t,z) = lim F (ﬁ(t) i G 1€(t) = x) (3)

At—+0 At

D,£(t) = lim EF (

At—+0

on R™. This means that D,£(t) = a(t,£(t)).
We introduce the symbol v¢ for the regression of current velocity.
Let Z(t, ) be a C*-smooth vector field on R, and £(¢) be a stochastic process in R”.
The L;-limit of the form

D.2(0.6(0) = i B ( (1)

At—+40

Z(t,E(t) — Z(t — At §(t — At)))
At

is called backward mean derivative of Z along £(-) at the time instant t.
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Of course, D, Z(t,&(t)) can be represented as the superposition of £(¢) with a certain
Borel measurable vector field (regression). This vector field we will denote by the symbol
D.Z.

For a process with diffusion term ow(t), i.e., with the diffusion coefficient oI in R"
the following formula holds

0 0 o?
D7z =—7Z+ (Y, -V)Z—-—=AZ, (5)
ot 2
where V = (%, cee a%), A is Laplacian, dot denotes the scalar product in R™ and the

vector field Y (¢, x) is the regression for backward mean derivative of £(¢). One can easily
derive (5) using the backward Ito formula.

Definition 1. The second order_mean derivative D, D,E(t) is the first order derivative D,
of the regression (vector field) D.E.

Lemma 1. [/, Lemmas 8.23 and 8.25] For t € (0,T] we obtain D.w(t) = “2 and
DM — .

¥t

Corollary 1. D,D.ow(t) = D.D,ow(t) = 0.

In the case when ¢ has the diffusion coefficient %I, denote the regression of D.£ by
the symbol Y. Then according to the formula (5) we get

poé—(Zaty v+ l)y (6)
T2 ot)
where the right-hand side of formula (6) is the same as the left-hand side of the Burgers
equations with viscosity "—22
Below, besides the process with diffusion term cw(t) we will deal with the process

t
with diffusion term | B(t)dw(t) where B(t) is a smooth in ¢ deterministic non-degenerate
0

and (possibly) non-autonomous linear operator. In this case formula (5) is transformed
into the formula

D.7Z = %Z + (Y- V)Z — %‘B(t)Z, (7)

where B(t) is the second order differential operator with the matrix of coefficients in the
form B(t) - B*(t). Thus formula (6) is transformed into

D.D.€ = (%93(15) LY.V 4 %) Y. (8)

We interpret the right-hand-side of (8) as an analog of the Burgers equation for a certain
non-Newtonian tﬂuid.

Note that [ B(t)dw(t) is a martingale with respect to the <«past> of w(t) and so
0

thB(t)dw(t) = 0.

0
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¢
Lemma 2. Fort € (0,T] we obtain D, [ B(t)dw(t) = B(t)%t) and the regression of
0

(t)@ equals B(t)7.

Proof. To calculate the backward mean derivative in this case, it is enough to consider
the summand in the integral sum, that determins the integral, of the form , B(t—At)(w(t)—
w(t — At)). By the definition of backward mean derivative we obtain

D, / B(s)dw(s) = lim Ey B(t - At>(w(2t_ w(t — At))

Since the operator B(t) is not random, we can translate it outside the conditional
expectation, and since it is smooth (and so continuous) AlimOB(t — At) = B(t). Thus
t—

t

t
D, / B(s)dw(s) = B(t)D,w(t). But by Lemma 1 D,w(t) = “&.
0

w
t

t
w(t). Thus the regression of D, [ B(t)dw(t) equals B(t)%. O
0

Since B(t) is not random, the <presence> of B(t)% coincides with the <presences of

t
Remark 1. The latter formula allows one to calculate D.D, [ B(t)dw(t). Denote the
0

regression of this second derivative by B(t, z). We needn’t its exact form and for simplicity
of presentation we leave the calculation for the reader as an exercise.

Let the process £(t) have a diffusion coefficient with the matrix (a*), that is a smooth
symmetric (2,0) non-degenerate tensor field. This means that the smooth non-degenerate
symmetric (0,2) tensor field with the converse matrix (a;;) is well defined, and it can
be considered a new time-depended Riemannian metric on R™. Below we denote by Div,
the divergence with respect to the Riemannian metric (y;) restricted to the level surface
t = const.

Note that in the case of the diffusion coefficient (o), in formulae (6) and (8) the
expression Y -V is replaced by the covariant derivative of the Levi-Civita connection of
the Riemannian metric (a;;) with respect to Y.

Denote by the symbol p®(t, z) the probabilistic density of element &(¢) with respect to
the volume form dt A A on R x R", where A is the Euclidean form volume on R", i.e., for
any bounded continuous function f: [0, 7] x R® — R the formula

T T
[ etaeona= [( [raeonp)a= [ raopeoins
0 0 0 [0,T]xR™

takes place.

Let £(t) be a diffusion process with diffusion coefficient (o) as above and density p.
For its current velocity v*(¢,x) and density p®(¢,z) the following relation of the type of
continuity equation is satisfied

Op(t, )
ot
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(see the proof of formula (9) in [5, Lemma 3|). For a process with the unit diffusion
coefficient Div; is the usual divergence div and so (9) takes the form

Op*(t, )
ot

that is ordinary continuity equation.
All construction of this Section are translated from R™ to the flat n-dimensional torus
T" by the factorisation with respect to the integral lattice.

— —div(pi(t, )05 (8, ), (10)

2. The Sobolev Groups of Diffeomorphisms

Let 7" be a flat n-dimensional torus and D*(7") be its Sobolev group of
diffeomorphisms of the class H*(s > n/2+1). Recall that for s > n/241 the mappings from
H* are C' smooth. D*(7T™) is a Hilbert manifold and group with respect to superposition
with unity e = id. Tangent space T, D*(T™) is the space of all H*-vector fields on T™.

In any tangent space TyD*(T™) one can define L?-scalar product by the formula

(4Y) = [ CXm),Y () gyl ) (1)
Tn
The family of these scalar products forms the so-called weak Riemannian metric on
Ds(T™). In particular, in T,D*(T™) (11) becomes

(6Y). = [, Y )l im). (12)
Tn

Right shift Ry : D*(T") — D*(T™), where Rf(©) = O o f for ©, f € D*(T") is a
C>°-smooth mapping. The tangent mapping to the right shift is TRf(X) = X o f for
X € TD*(T™). On the other hand, left shift L, : D*(T") — D*(1T™), where L;(0©) =
for ©, f € D*(T™), is only continuous.

For the vector X € T,D*(T™), introduce the right-invariant vector field X on D*(T™)
by the formula X, = X o g for any g € D*(T™).

Recall that TT™ = T™ x R™. We introduce the operators

B:TT" —R",
projections to the second factor in 7" x R"™, and
A(m) :R" = T,,T",

the linear isomorphism of R™ inverse to B onto the tangent space to 7™ at m € T".

Consider the operator A : D*(T™) x R® — TD*(T™") such that A, is the same as
A introduced above and for each g € D*(T") the mapping A, : R* — T,D*(T") is
constructed from A, by right shift, i.e. for X € R™:

Ay(X) = TRy 0 A(X) = (Ao g)(X).

Every right-invariant vector field A(X) is C*-smooth on D*(T™) for every X € R™. This
follows from the results of [2].
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For any point m € T™ denote by exp,, : T,,,7" — T the mapping that sends the vector
X €T, T™ to the point m+ X modulo the factorization with respect to the integer lattice
on T™. The family of such mappings generates a mapping exp : T,D*(T™) — D*(T™) that
sends the vector X € T.D*(T") into e + X € D*(T™), where e + X is the diffeomorphism
T" of the form: (e + X)(m) = m + X(m).

Consider the superposition expo A, : R® — D*(T™). By construction for an arbitrary
X € R™ we get that ezp o A.(X)(m) = m + X, i.e., the same the vector X is added to
each point m.

Let w(t) be a Wiener process in R"™ given on some probability space (Q,F,P).
Construct the random process

W (t) = expo A(ow(t)) (13)

on D*(T™). By construction, for w € € the corresponding sample trajectory Wi (t) is a
diffeomorphism of the form W.” (t)(m) = m + ow,(t). Note that for given w €  and
given t € R we get that w(t), is a constant vector in R" that is added to every point
m € T™ modulo factorization with respect to the integral lattice.

Denote by W(B)(t) the process given by the formula

WP (t) =expo A, /B(s)dw(s) (14)

0

(see Section 1). By construction, for w € Q the corresponding sample path of W% (¢) is the
t

diffeomorphism of the form W% (t)(m) = m + [ B(s)dw(s),. Note that for given w € Q2
0

t
and given t € R, as above, we get that [ B(s)dw(s), is a constant vector in R™ that (as
0

well as above) is added to every point m € T™ modulo factorization with respect to the
integral lattice. Note that both process (13) and process (14) are martingales.

Mean derivatives are also introduced in complete analogy to the usual finite-
dimensional definition. We are interested in the operator of the second backward mean
derivative D, D,. Recall that we understand this expression as the application operator D,

to the regression of the backward mean derivative of the random process (i.e. to a vector
field).

3. The Main Result

Here and below we assume that s > n/2+ 2. So the diffeomorphisms from D*(7") are
C?-smooth as well as vector fields from 7,D*(7™) on the torus. Everywhere below we use
the same stochastic processes W (t) and W) (t) constructed from the Wiener process
w(t) in R™ by formulae (13) and (14).

Let F be a right-invariant vector field on D*(7™). Consider on D*(7T™) the following
system of equations with mean derivatives:

D,&(t) = 2Ds&(t). (16)
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It follows from equation (16) and from the definition of symmetric mean derivative, that
DE(t) = 0 and so () is a martingale. Thus F must be equal to D, D, of this martingale.
We will deal with two martingales W) (¢) and W) () introduced by (13) and (14).

First consider the case of W()(t). Using Lemma 1, one can easily show that
D,.D.W©)(t) = 0. Hence in this case system (15), (16) takes the form

D.&(t) = 2Dsg(t). (18)
Translate both equations by right shifts to 7,D*(7T™), i.e, to the space of H® vector fields
on 7™. In [6] by using formula (6) it is shown that equation (17) is transformed into the
Burgers equation with viscosity "—22 and zero external force, but taking into account formula
(10) one can easily see that equation (18) is transformed into
OpS(t 1
WD) Ll (1, e, ) (19)
ot 2
We interpret (19) as a version of continuity equation. Thus system (17), (18) describes the
above mentioned solution to the Burgers equaiton that in addition satisfies the analog of
continuity equation.
Now consider the case on martingale W) (¢). Recall that by Lemma 2

D*D*/B(t)dw(t) = B’(t)@

w(t

and that the regression of B/(t)T) equals B'(t)5 that is ill-posed at ¢ = 0. Denote by

G the right-invariant random vector field on D¥(7T™) obtained by translating B’ (t)@ by
right shifts to all points of D*(7"). Thus system (15), (16) is transformed into

D,&(t) = 2Ds§ (). (21)
As well as above, translate both equations (20) and (21) by right shifts to T.D*(7").
Recall that in Remark 1 we have denoted the regression of G, translated to T,D*(7™), by
B. In [7] by using formula (8) it is shown that the left-hand side of (20) is transformed
into B (t)v + (v- V)v+ Lv.
We can construct the time-depended Riemannian metric on 7™ from B(t) - B*(t) as it
is described in Section land apply formula (9) to get the form, into which equation (21)
is transformed. Thus we obtain the system

1 0
S(t,x
% = —%Divt(pg(t,x)vg(t,x)). (23)

Thus this system describes a non-Newtonian fluid with external force B that in addition
satisfies an analog of continuity equation. Note that the right-hand side of equation (22)
is ill-posed at t = 0. So, the solution satisfies system (22), (23) only inside the open time
interval.
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MOJIEJIN BA3KUX KMIKOCTE, TIOPOYKIEHHBIE
MAPTUHTAJIAMU HA TPYIIIAX TU®PEOMOP®U3MOB

KO. E. I'nuxkaux, /I. C. Cepeeesa

Mpr u3yvyaeMm aBa MapTUHTaJa Ha TpyIine coboaeBcKux auddeoMopdusMoB II0C-
KOT'O N-MEPHOT0 Topa, 00a MapTHUHTAJIa 3aJaHbl CHCTEMaMU ABYX CIEIUAIbLHBIX ypaB-
HEHUil ¢ MPOU3BOAHBIMU B cpemHeM. IlepBblif MapTUHTAJ OMUCHIBAET PeIeHne yPaB-
HeHUs1 Broprepca Ha Tope, KOTOpoe TaK:Ke yI0BJIeTBOPseT aHAJIOTY YpaBHEHHUS Hepa3-
pBIBHOCTHU. BTOpOit MapTUHTAJ ONMUCHIBAET HEKOTOPYH HEHBIOTOHOBCKYIO YKUJIKOCTh,
VIOBJIETBOPSIONLYI0O HEKOTOPBHIM CITEIUAJIbHBIM aHaJJoraM ypaBHeHHsS bBroprepca n
ypaBHEHUSI HEPA3PBIBHOCTH.

Karouesvie crosa: npousseodnvie 6 cpedrnem; naockut mop; epynnu. uddeomopdus-
MOB; 8A3KaAA 2UIPOOUHAMUKA.
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