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The article reviews the results of solving dynamic measurement problems of two
scientific schools of South Ural State University. The dynamic properties of the measurement
system are critical factors affecting the dynamic measurement error, while the structures
of dynamic measurement system and automatic control system have common principles of
construction. Thus, the methods of automatic control theory were implemented in the study
of dynamic measuring systems. However, dynamic measuring systems are characterized by
the absence of feedback, which required the development of new methods when using the
ideas of automatic control theory. These include the method of modal control of dynamic
characteristics of measuring systems. It led to the development and application of other
methods: iterative principle of measuring systems, method of sliding modes, parametric
adaptation of systems, neural network technologies, numerical methods for solving inverse
problems. The first section of the article is devoted to these studies. The second section
presents the results of the theory of optimal dynamic measurements. The problem of
restoring a dynamically distorted signal is solved here using the methods of optimal control
theory, and the measuring device is simulated by a Leontief-type system. The reduction
of the solution of the inverse problem of dynamic measurements to a direct mathematical
problem allowed us to effectively apply the existing mathematical apparatus of the theory
of Sobolev equations in the case of taking into account the inertia of the measuring system.
Analytical and then numerical studies were initiated to investigate the problem of restoring
a dynamically distorted signal in the presence of <noises, which led to the creation of
the theory of stochastic equations of Sobolev and Leontief types and the development
of numerical methods. The review focuses on numerical methods based on the idea of
extracting a useful output signal from a known noisy observation and then applying a
numerical method to recover the input signal. In addition, the algorithm of a new numerical
method based on the use of the counting theorem and simple averaging is briefly presented.
The bibliographic review is based on the obtained results, though it is far from being
exhaustive.
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Introduction

When implementing projects of various innovative novelty, it is necessary to conduct
tests at changes in process speed and (or) spatial position in an extremely small time
interval.
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In these cases, the input signal is distorted by the measuring instrument and the output
signal is significantly different from the input signal. In addition, during the measurement
there are disturbances of different nature caused by environmental factors and internal
electrical noise of the measuring instrument. The task of input signal recovery at known
parameters of the measuring system and output signal is the second inverse task of dynamic
measurements. It is considered to be the most difficult task of dynamic measurements [11].

Historically, one of the first works on dynamic measurements is D.I. Mendeleev’s
study 1897, devoted to accurate weighing on laboratory scales. The concept of inverse
and incorrect problems and regularization methods created by A.N. Tikhonov [44]
gave an impetus to the development of the theory of dynamic measurements. In [23]
a small historical sketch highlighted the works by G.I. Vasilenko, G.N. Solopchenko,
V.A. Granovsky, F.L. Chernousko, A.B. Kurzhansky and others and their role in the
development of the theory of dynamic measurements.

The creation and development of the research direction on the application of automatic
control methods in dynamic systems is associated with the works of A.L. Shestakov
and his students [35]. Automatic control systems are structurally different from dynamic
measurement systems in that the input signal is not available either for direct measurement
or for correction. A.L. Shestakov adapted the method of modal control for application
in measuring systems by constructing for it a special structure of a correcting device
in the form of a sensor model. The use of a sensor model having model input and
output signals allows obtaining an estimate of its dynamic error [24]. On the basis of this
method, we proposed a method for calculating the optimal correction device for the RMS
error of a dynamic system with a single input, and methods for analyzing the dynamic
error depending on the parameters of the measuring system. It should be noted that
A L. Shestakov received several certificates of authorship based on the results of these
studies.

One of the directions of research was the study of properties and features of dynamic
measuring systems with iterative principle of restoration of the measured signal [25]. It
showed high noise immunity of such systems in the presence of noise at the sensor output.

The method of modal control of dynamic properties of measuring systems in the case
of an observable state coordinate vector of the primary transducer was developed by
D.Y. Iosifov and A.L. Shestakov [26]. For such systems, a method of optimal tuning of
dynamic parameters by the criterion of the minimum variance of the measurement system
error [9] was obtained.

The next direction in the development of automatic control methods in measuring
systems is the study of sliding modes. It is known that such modes have a number of
attractive properties: high dynamic accuracy, invariance to perturbing influences and to
variations of dynamic properties of the object, reduced order of the system. M. Bizyaev
and A.L. Shestakov studied the models of sliding measuring systems with one measuring
coordinate of the primary measuring transducer and the measured vector of its state |[3].
They proposed cascade structures of measuring systems in sliding mode, which ensure the
absence of auto oscillations.

A special place is occupied by the direction related to the application of the neural
network method for the realization of dynamic measurement systems on its basis.
A.S. Volosnikov and A.L. Shestakov considered various neural network models of the
primary measuring transducer and developed various algorithms for their training [45, 46].
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In addition, numerical methods for solving inverse problems, in which the measuring
system is simulated by a boundary value problem for differential equations [1, 47|, have
been successfully applied.

The theory of optimal dynamic measurements emerged as a result of successful
interaction between two scientific schools headed by A.L. Shestakov and G.A. Sviridyuk.
It is based on the application of the methods of Sobolev-type equations theory and optimal
control to the solution of the problem of restoration of a dynamically distorted signal [27],
[32]. The mathematical model of a complex measurement system is based on a Leontief-
type system (a finite-dimensional analog of the Sobolev equation) [17], and the input signal
is found as a solution to the problem of optimal control of solutions of this system, which
determined the name of the problem solution — optimal dynamic measurement [36].

Since analytical and numerical methods for solving various optimal control problems
for Leontief-type systems have already been developed by A.V. Keller [12, 43|, it led to
the formation of various approaches to mathematical modeling of the input signal recovery
problem, for example, taking into account resonant interference 28], degradation of the
measuring device [16]. At the same time, A.V. Keller, E.I. Nazarova, Y.V. Khudyakov,
and M.A. Sagadeeva began to develop numerical methods for solving various problems of
optimal dynamic measurement [15, 29, 37|. However, all these algorithms had a large
time complexity, which is not always acceptable for engineering practice, so a spline
method for solving the problem of optimal dynamic measurement [33] was developed and
its convergence was shown [14].

In order to solve the problem of optimal dynamic measurement in the presence of
random noise of the <«white noise> type, the research began to be conducted in two
directions. The first direction uses the results of the theory of stochastic equations of
the Sobolev type developed by A. Favini, G.A. Sviridyuk, A.A. Zamyshlyayev. Favini,
G.A. Sviridyuk, A.A. Zamyshlyaeva, N.A. Manakova, S.A. Zagrebina, and M.A. Sagadeeva
[7, 8]. In these studies, «white noise> is understood in the sense of symmetric derivative
in the mean or Nelson — Glicklich derivative [10, 18]. This approach is used to solve the
simplest optimal dynamic measurement problem with <white noise> [49]. In the second
direction, white noise is understood in the classical sense, and it uses various numerical
methods for preprocessing the observed signal [13, 20, 37, 39, 40| and extracting a useful
output signal. Besides, A.V. Keller, A.A. Zamyshlyaeva and N.A. Manakova proposed
a new numerical method combining the spline method, the theory of samples statistical
methods [38]. In the first computational experiments it showed high efficiency.

Note that review articles were traditional for the scientific team conducting research
in the framework of the theory of optimal dynamic measurements. They summarized the
results of work of a long period, for example, [4]. This article is of a review nature. The
first section is devoted to the application of automatic control methods in the studies of
the inverse problem of dynamic measurements. The second section presents the results of
the theory of optimal dynamic measurements.

1. Methods of Automatic Control in Dynamic Measurements

Methods of increasing the accuracy of dynamic measurements based on the methods
of automatic control theory are presented in detail in A.L. Shestakov’s monograph [23].
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1.1. Method of Modal Control of Dynamic Characteristics of Measuring
Systems

The similarity of the structures of the automatic control system (Figure 1) and
the dynamic measurement system (Figure 2) became the starting point for applying
the methods of automatic control theory to correct the dynamic measurement error
[35]. In Fig. 1 w is an input signal of the system; x is a state vector of the system; y
is an observation vector; A, B,C, D are corresponding matrices. The required dynamic
properties are provided by setting the coefficients of the feedback matrix K.

Fig. 1. Structural diagram of the automatic control system

As already mentioned, the absence of a measurable input influence leads to the
impossibility of establishing feedback from the output to the input. Therefore, in dynamic
measurement systems, the reduction of dynamic measurement errors is realized by means
of a filter at the output of the primary measurement transducer (Figure 2).
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Fig. 2. Structural diagram of the dynamic measuring system

Here u is an input measured vector of the system; x,, y, are state and observation
vectors; As, Bs, Cs, Dy are corresponding matrices of the sensing unit; z,y; are vectors
of the state and observation of the filter; Af, By, Cy, Dy are filter matrices of the
corresponding dimension; K is a matrix for setting the coefficients to provide the required
dynamic error.

A.L. Shestakov developed methods of dynamic error correction based on the similarity
of the structures of the sensing unit and filter. Figure 3 shows the structure of a dynamic
measurement system with modal control of dynamic characteristics.
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Fig. 3. Structural diagram of a dynamic measuring system with modal control of dynamic
characteristics

The transfer functions of the sensor Wg and the sensor model Wy, g are identical, which
leads to their modeling by either one differential equation or one system of differential
equations. Let us formulate the basic idea of using the sensor model to correct the dynamic
measurement error: if the output signals yg and y,,5 are close to each other, then the input
signals U u Uysg will also differ little from each other. Consequently, the input signal of
the Ujyss model allows the estimation of the sensor input signal U. In engineering practice,
there are tasks of indirect measurement of signals by integrating the output signal of
the primary measuring transducer. For example, it is necessary to obtain its velocity or
displacement from the acceleration data of an object. In this case, the structure of the
measurement system contains integrators of the output coordinate of the sensor, and the
signals at the outputs of the integrators will be part of the state coordinate vector of the
measuring transducer (Figure 4).
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Fig. 4. Structural diagram of a measuring system with the observed state coordinate vector

For this case D.Y. Iosifov and A.L. Shestakov |9, 26| carry out a generalization of the
method of modal control of dynamic properties of measuring systems. At known spectral
densities of the measuring signal S,(w) and noise S,1(w),...,Syy(w) in the coordinate
channels of the observed state, the optimal individual characteristics of the correcting
device reducing the measurement error are obtained.

1.2. Iterative Dynamic Measurement Systems

The iterative principle of building automatic control systems allows designing systems
of high dynamic accuracy, however, they are not widely used in control systems due to the
difficulties of realization. In measurement systems, the iterative principle is realized more
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simply in the form of an additional data processing channel [25]. The structure diagram
of the iterative measuring device is presented in Figure 5.
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Fig. 5. Structural diagram of a dynamic measuring system with iterative principle

The idea of dynamic error correction in such a system is as follows. The output signal
of the sensor y has some dynamic error of reproduction of the input signal of the sensor
u. At the output of the sensor there is its model, which reproduces the signal y, which
is dynamically distorted with respect to the measured signal u. By feeding the difference
of signals y—y1 to the input of the second model, we reproduce this difference at the
output of this model. The sum of signals y,,1+ynr2=y- reproduces the signal y with higher
accuracy. Consequently, the sum of their input signals w1 +uy1=us reproduces the signal
u with higher accuracy, since the transfer function of the model and the sensor are the
same. Then the difference of signals y—ys is fed to the third model. The total output signal
of the first three models y3 more accurately reproduces the output signal of the sensor y.
Consequently, the total input signal of the three models w1 +upo+upyz=us corresponds
more closely to the measured signal w.

As a result of the study of frequency properties of iterative dynamic systems, the
condition of error reduction at all frequencies and the limiting value of the damping
coefficient were obtained.

The study of iterative measurement systems in the presence of noise at the sensor
output showed that such systems insignificantly amplify the noise component of the
dynamic error and are effective if the spectrum of the useful signal is located mainly
in the frequency band.

1.3. Sliding Mode Method in Dynamic Measurement Systems

The introduction of the sensor model into the structural scheme of the measuring
system made it possible to apply there, using a nonlinear element and an amplifying link,
the theory of sliding modes, allowing potentially obtaining high dynamic accuracy and
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having a low sensitivity to perturbations [3]. The structural diagram of the sliding mode
measuring device is shown in Figure 6. In it, a relay with y — y,,. as input signal is used
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Fig. 6. Structural diagram of a dynamic measuring system in a sliding mode
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as a nonlinear element for the occurrence of sliding mode. After the nonlinear element, a
gain factor K is introduced, which affects both the amplitude of the signal at the output
of the relay element and the switching frequency of the relay. As the gain K increases,
the switching frequency of the relay element also increases. Therefore K should be chosen
so that the spectrum of high-frequency oscillations lies outside the spectrum of the main
signal. It should be noted that high-frequency components distorting the measured signal
occur at the output of the relay element. Therefore, for qualitative restoration of the input
signal of the measuring transducer it is necessary to install a low-pass filter after the relay
element and gain K.

The presence of auto oscillations in the closed loop of the measurement system can
lead to sliding mode failure for a system with a sensor model above the second order.
Methods for eliminating auto oscillations have been proposed. The first of them was
the method providing model reduction by means of order reduction. M.N. Bizyaev and
A.L. Shestakov [3] showed that this method is effective only when the system order is
reduced by one or two orders. The method of structural transformations, which consists in
constructing a cascade structure of the measuring system, turned out to be more effective.
Each subsequent cascade more accurately reconstructs the measurement signal, and the
cascade partitioning solves the problem of auto oscillations and allows reducing the error
of dynamic measurements.

1.4. Neural Network Method in Dynamic Measurement Systems

First of all, we note that several neural network dynamic models of measuring devices
and algorithms for their training have been developed and implemented: with the purpose
of determining the system parameters, according to the criterion of minimum RMS error,
in the presence of noise at the sensor output, with an inverse sensor model in the form of
sequential sections of the first and second order, ensuring the stability of the measuring
system.

The sequential approach to synthesizing a neural network dynamic measuring system
consists in determining the parameters of the transfer function of the sensor model and
recovering discrete values of the input signal of the corrected model on the basis of
some number of sequentially connected identical neural network measuring systems of
the first order approximating the inverse transfer function of the aperiodic link. With
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an appropriate method of forming the input and target training sequences, reflecting the
relationship between the input and output of the discrete sensor model, the parameters of
the neural network model can be adjusted in the training process so that, at a given
level of accuracy, the samples of the output signal of the neural network model will
be equal to the corresponding discrete samples of the sensor output signal (Figure 7).
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Fig. 7. Block diagram of the artificial neural network (ANN) direct sensor model

Therefore, minimization of the error function between the simulated and real output of
the measurement system is chosen as a criterion for training the neural network model.
The formation of the required type of the transfer function of the sensor model is based
on the transformation of the measured sensor output signal by means of a correction filter
and is a sequential connection of identical aperiodic links.

Based on the direct model and its training scheme, a neural network inverse dynamic
sensor model and its tuning scheme are developed. The inverse model should be able to
recover the dynamically distorted sensor input signal. However, when the neural network
inverse model is implemented, there will be a high-frequency noise component in the
recovered sensor input signal. To filter out the noise, an additional element corresponding
to a filter is introduced into the training scheme, which can be a moving average filter or a
recurrent filter. After training is completed, the neural network inverse model can function
in dynamic mode.
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As is known, dynamic error can be determined by two components: inertia of the
measuring transducer (manifested by changes in amplitude and phase of the signal)
and additive noise, which are superimposed on the output signal. Consequently, when
one component of dynamic error is corrected, the other component grows. Applying the
algorithm of dynamic error correction, the optimal filter parameters are selected to ensure
the minimum square of the error between the real and simulated observation. Numerous
computational experiments have shown high efficiency of neural network correction of
dynamic error of measurements.

1.5. Regularization Methods in Solving the Problem of Dynamically Distorted
Signal Recovery

The interdisciplinary ties developed at South Ural State University have led to the
emergence of works on the study of the solution of the inverse problem of dynamic
measurements as an inverse boundary value problem for an ordinary differential equation.

V.I. Zalyapin, Ye.V. Kharitonova, Yu.S. Popenko (Asfandiyarova) [1, 48] study the
following mathematical model of dynamic measurements.

Lix| = u(t
R .
j= Oéj, ] = 1,2, ., n,

where L{z] = 2™ +p,_12"™Y + AAA+p12’' +por, u(t) is the input signal, coefficients p;(t)
are continuous functions on [a, b], F;(z) are linear, linearly independent functionals, «; are
constants. The problem of finding the solution f(t) of equation (1) with the experimentally
known output signal z(¢) and given boundary conditions is called an inverse problem.

The linear boundary value problem (1) can be equivalently replaced [48] by some
problem with homogeneous boundary conditions (co; = 0 for j = 1,2, ..., n), which we will

call semihomogeneous:
{ Llx] = u(?).

2
Fy=0,j=1,2..,n, @)

If F(x) is a linear functional in C'[Z,_b}l, then the numbers ¢; and the function of bounded
variation o(t) exist, and F'(z) can be represented in the following form

F@) = Y a0 + [ (0o s) ®)

i=1 p

The representation (3) is associated with the classical initial Cauchy problem. It is
easy to show that for functionals F'(z) another representation associated with the simple
Vallee-Poussin problem can be obtained

b

F(z) = Z cix(t;) + /x(”_l)(t)da(t). (4)

a

where ¢; are points from the interval [a, ], such that a <t; <ty < ... <t, <b.
The proposed methods for solving the investigated problems use the Green’s function
G(t,7) and are based on the well-known relationship, which gives the solution of the
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semihomogeneous boundary value problem (2) in the integral form. The solution of the
inverse problem represents the considering an integral equation with unknown function ()
for a given function z(t). It is a Fredholm equation of the first kind and, as is well known,
the problem of solving such equation is unstable, so, this requires a special procedure of
regularization to ensure a satisfactory for applications accuracy of the obtained solution.

The works of D.D. Yaparov and A.L. Shestakov propose an algorithm for processing the
data obtained during dynamic measurements based on the finite-difference approach [47].
The restoration of the input signal is carried out using the transfer function of the sensor.
The transfer function of the sensor is presented in the form of a differential equation. This
equation describes the state of a dynamic system in real time. The proposed computational
scheme of the method is based on finite-difference analogs of partial derivatives and the
Tikhonov regularization method was used to construct a numerical model of the sensor.
The problem of stability of the method for solving high—order differential equations is also
one of the central problems of data processing in automatic control systems. Based on the
approach of the generalized quasi—optimal choice of the regularization parameter in the
Lavrent’ev method, the dependence of the regularization parameter, the parameters of the
dynamic measuring system, the noise index and the required level of accuracy was found.

2. Theory of Optimal Dynamic Measurements
2.1. Mathematical Model of the Measuring System as a Leontief-Type System

The mathematical model of the measuring system assumes the presence of several
measuring transducers in it. Differential equations in the system reflect a set of dynamic
elements of the system (transducers), and algebraic equations reflect connections between
dynamic elements. Theoretical aspects of building a mathematical model of a measuring
system are based on the ideas of the theory of descriptor systems [2]. As an example, let
us take a model with the iterative principle of restoring a dynamically distorted signal
(Figure 5). This model is represented by the system

(

~

uMl = u]\/[l?
A121 + Blﬂ
Y1 = 012’1 + D17717

1\417

u]\/12 u]\/fl y]\/117
A222 + BQUMQa
?JM2 = 022’2 + D27727

M3 = Uy, yM2,
A323 + BSUMSa
y]\/13 - CSZS + D37737

UM4 = Uy, ?JM?n

in = Anzy + Byuy, N,
Yun = Cnzy + Dy,

\yl\/l = Uy +Upyo Uy + oo Uy N+ Uyt = Yprt = Yp2 = Y3 — oo — Yy N-
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The view of this system reflects the idea of dynamic error correction with the iterative
principle, which consists in the sequential use of any number of measuring transducers,
the output of the system is the sum of the observed signal and the errors simlulated by
the iterative links (see Section 1.2).

Let us write down the mathematical model of the measuring device, which is presented
in Figure 5, as a matrix equation for the case of two measuring transducers

I 000000 4
0700000 k2
00000O00O00O Uy
00000O0O Uy | =
00000O00O 7o,
I M
0000000 7
M2
0000000 i
AL 0 B 0 0 0 0 4 00 0 0
G, 00 0 -1 0 0 Uy 00 D 0 0
= 0 Co 0 0 0 —-I 0 Q/L\M?_‘_OOODQ i
0 0 -1 0 0 0 0 Uit 10 0 0 7
0 0 0 —I —I 0 0 U2 10 0 0
0 0 I I —I —I —I Yo I 0 Dy D

Thus, the mathematical model of the measuring system is represented as a Leontief-
type system
Li(t) = Ma(t) + Du(t), y(t) = Na(t), (5)

where x = x(t) is a vector-function of the measuring system state, u = u(t) and y = y(t)
are vector-functions of input (measurement) and output (observation), L, M, D and N
are matrices characterizing the design of the measuring system [17].

Since signal distortion occurs not only due to the inertia of the measuring system, but
also, possibly, by other processes leading to the degradation of the measuring system, the
system was proposed as a model

Li(t) = a(t)Mz(t) + Du(t), y(t) =b(t)Nx(t) + Fu(t), (6)
where a = a(t) and b = b(t) are vector-functions of device degradation [21].

2.2. Formulation of Optimal Dynamic Measurement Problems

The first mathematical model of the theory of optimal dynamic measurements was
proposed by A.L. Shestakov and G.A. Sviridyuk in [27].

Let us introduce the state spaces of the measuring device X = {z € Ly ((0,7), R") :

& € Ly ((0,7), R™)}, observations T = C'[N] and measurements 2 = {u € Ly ((0,7), R") :

u®™ € L, ((0,7), R")} . Modeling the dynamic measuring system in the absence of
intereference, we will consider

Lz = Az + Bu,

{ y=Cx (7)
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with the Showalter — Sidorov initial condition
(L — A7 L) (2(0) — 20) = 0 (8)

In 2A let us distinguish a closed convex set of admissible measurements 20y C 2 of the type

2y = {uGQl:Z/THu(Q)(t)HthSd}. 9)

Parameter d is defined based on the physical properties of the measured process. We need
to find such v € A5 — the optimal dynamic dimension — that achieves a minimum value of

J(v) = min J(u) (10)

u€Ay

the penalty function
1 )
W= [ st - )| a (1)
q=0 "0

where yo(t), t € [0,7] is a continuous-differentiable function (we will consider it as <real
observations), plotted on the basis of observed values Yp; at the output of the measuring
system. The considered problem (7) — (11)will be called the main problem of optimal
dynamic measurements. Note that in the absence of interference, the distortion of the
input signal is caused only by the inertia of the measuring device. The following is true

Theorem 1. [12]. Let L and A be square matrices of order n, matriz A be (L; p) reqular,
detA # 0.Then for any xy € R" there exists the only solution v € Ay of the problem (7) —
(11), where x (v) € W satisfies the system (7), condition (8) and is defined by the formula

2 (t) = lim () = lim {ij <A‘1 <(kL£ (A))"* —Hn> L) x

k—o00 q=0
t _ -1 k _ -1 L p+1
P (L5 0) (- 524) 7 (BEE () Bus >d}
0
where lim (kL (A))IDJrl is a projector, L (A) is a left resolvent of A.

k—o0

For the model of the measuring device (6) approximate solutions are constructed as
follows

- / X(t,s) Ly Qui(s)ds + Y HM™(Q —1,,) (%%)q D(f(’zgt), (13)

Yi(t) = b(t) Ny (t) + Fug(?). (14)

Another powerful impetus for the development of the theory of optimal dynamic
measurements was the development of the introduction of the concept of <white
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noise> as the Nelson — Glicklich derivative of the Wiener process [10, 18] for white noise
measurements |7, 8, 30, 31, 34]|.

Let Q = (2, A, P) is complete probability space. A random variable will be called a
measurable mapping £ : {0 — R. Random variables with zero mathematical expectation
and finite variance form the Hilbert space Ly with scalar product (£1,&) = E&&,. The
fact that random variables £ € Ly have normal (Gaussian) distribution, we will denote by
& ~ N(0,0%), where EE =0 and D¢ = o2

The mapping  : 3 C R x 2 — R will be called (one-dimensional) stochastic process.
The variable of the stochastic process n = n(t,-) at each fixed ¢ € J is a random variable,
i.e. n(t,) € Ly, which will be called stochastic cross section, whereas the variable of
the stochastoc process n = n(-,w) at each fixed w € Q is called (selective) trajectory. A
continuous stochastic process whose (independent) cross sections are Gaussian is called a
Gaussian process.

The most important example of a continuous Gaussian stochastic process is the Wiener
process 3 = ((t), modeling Brownian motion on a straight line in Einstein — Smoluchowski
theory [6] presented by the formula

Z{k sm (2k + 1)t, (15)

where &, ~ N(0, [5(2k + 1)]7?)are 1ndependent normally distributed variables. Sections
of a stochastic process § are normally distributed random variables with ES(¢) = 0 and
Dg(t) = o?t at some o > 0. The stochastic process 3 presented by means of (15) will be
called one-dimensional Brownian motion.

Sections of a stochastlc process ﬁ are distributed according to the normal law Wlth

parameters (0, 4t) ie. 6( ) ~ N(0, 4t) That is why the Nelson — Glicklich derivative ,6’ of
the Brownian motion 3 from (15) will be called one-dimensional <white noises.
Let us consider the following stochastic model of the measuring system:

LE = Af+ B(u+¢),
n= C§ + v, (16)
[(aL — A)7'L)" (2 (0) — 29) = 0

Here, matrices L, A, B, C' have the same meaning as in (5). Random processes ¢ and v
determine noise in circuits and at the output of the measuring device, respectively.
Consider the first equation of the system (16), which is a stochastic equation of Leontief
type:
L&= AL+ Blu+), (17)

where v : I — R" is a vector function of the useful input signal, ¢ is a stochastic
process modeling noise, where the frequencies of the useful signal are different from the
noise frequencies. Let matrix A be (L, p)-regular, p € {0} UN, and initial states (17) are
described by the Schoulter-Sidorov initial condition:

[(aL — A)7'L]" (€(0) — &) = 0 (18)

where & = ZZ:() &oxek, Cok are pairwise independent Gaussian random variables, and
{ex};_, is an orthonormalized basis in R".
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Theorem 2. For any vector functionu € CPT (I, R™), and initial values &y and stochastic
process p € CPT Ly (I,R™), independent for any t € I, there exists the unique solution €of
the problem (5), (6), given by the formula

E(t) =& () +&, (), &€C (I,RY), €C Ly (I,RY) (19)

where &, is a deterministic, and &, is a stochastic part of the solution

&, (1) = /O t UL Qus)ds + > (M~ (I, = Q) L)' M™(Q — L)u'(t),

t P (20)
o (q)
@@ZW@AWSM@M$®+ZXM1%eQMVM%Q—M¢ (t).
q=0
Here U' = lim ((L — ) L)r Q= lim (rLE (M), LF (M) = L(L = 1M)™", and

I,, is a unit matriz of order n.

Dividing the problem into deterministic and stochastic ones, we show the existence of
a single solution of a stochastic Leontief-type system.

Similarly to the deterministic case in the study of the problem of restoration of
dynamically distorted signal by random noise in the circuits and at the output of MT,
consider the control problem (10), where the quality functional

T =) =3 [ £

reflects the closeness of the real observation 7y (¢) and virtual observation 7(t),obtained on
the basis of the mathematical model of the measuring device.

The minimum point v (¢) of the functional (21) on the set Uy, which is the solution to
the optimal control problem (10), is optimal dynamic measurement. In practice there is
only indirect information about v ().

Since the input signal is subject to noise in the circuits and at the output of the
measuring device, the virtual observation 7(t) is a stochastic process, the real observation
7o (t) at each point t € I. Let us denote by 7y (¢) a stochastic process 1 (t) — 7o (¢) with
a zero mathematical expectation. Let us transform the quality functional:

J(u):g/OTE th:i/OTE

2

2 @) =) ar (21)

2

ce ) +v — @)+ (1)

o (k) f o(k) o (k) o(k)
70— P '

2

o (k)
dt

! T ! T o(k)
=3 [Nlleet o -molfa+ 3 [ e @+~ 7
k=0 "0 k=00

Thus, noise and random initial conditions do not affect the optimal dynamic
measurement as the minimum point of the quality functional. They only affect the value
of the optimality criterion, namely increase the value.
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2.3. Spline Method for Solving the Problem of Optimal Dynamic Measurement
Taking Into Account the Inertia of the Measuring Device

Let us describe the spline method for solving the problem of optimal dynamic
measurement (7) — (11).

Suppose that the following components are given: the matrices included in system
(7); the initial value o € R"; the array of observed values Y, at the nodal points t; =
0,1,...,n of the output signal, and t;,; —t; =0, tg =0, 1, = 7.

Divide the interval [0, T|into M intervals [7,,_1, T;n], where m = 1,2, ... M, and ty =
To = O, tn =TM-.

At each interval [7,,_1, 7], construct the interpolation function () in the form of
a polynomial of the degree ¢ < (n —1) /M.

For m = 1, 2,..., M at [r,_1,7Tm], consecutively solve the optimal dynamic
measurement problem (7)-(11) for u € Ay,,, where Aps,, C Ay is a closed convex subset
of Ay, by the method described in [33]. We find the approximate value of the optimal
measurement v, () in the form of a polynomial of the degree ¢ imposing the continuity
condition

Vi (Tm) = k41 (Tim)- (22)

As a result, we get a spline function o} (t) = J,, vf,,(t) continuous on [0, 7].

2.4. Methods of Extracting Useful Output Signal

In the course of dynamic measurements in the presence of noise of various nature,
the output signal is noisy. The useful output signal is the output signal that is distorted
only by the inertia of the measuring device. Thus, the real observation is represented as a
sum of two components — useful output signal and noise component of the output signal.
For <«filtering the observation> and selecting the useful output signal, it was proposed
to use the Savitsky—Golei digital filter [13], the moving average digital filter [40],the one-
dimensional Kalman filter [39] and the Pyt’ev—Chulichkov method [20]. After applying the
filters and obtaining an approximate useful output signal, we then proceed to implement
a spline method for solving the deterministic (7) — (11) dynamic measurement problem.

Suppose that the following components are given: matrices included in the system
(16), initial value xy € R™, array of observed values Y, in nodal points ¢; = 0,1,...,n of
the output signal and t;,1 —t; = 9, to = 0, ¢, = 7. In order to obtain a useful signal output
in [13] a digital Savitzky — Goley filter [22], which is a noise filtering method based on the
least squares method, is proposed. The idea is to construct a polynomial of the s degree,
approaching 2u + 1 equidistant points and use the value of the polynomial in the pu + 1
th point as a value of useful output signal for this purpose it is necessary to determine
the parameters 1 and s of the digital filter Savitsky — Golay and apply the filter to the
array of values Yp;. As a result, the values of useful output signal yy;, 2 = 0,1,...,n will
be obtained. The peculiarities of selection of parameters of this filter are discussed in [13],
the results of computational experiments are given.

In [39] a discrete one-dimensional Kalman filter was proposed to extract the useful
output signal. We assume that Y, and Y; are related as follows:
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where &N (O 05) are normally distributed random variables. Using the Kalman filter, the
optimal estimate at time ¢ is computed in two steps: prediction from the process model and
correction from the observational data. Let us denote by Y; the prediction of the output
at time ¢; from the estimate at time ¢;,,. For the first N 4 1 observations, we assume that
Y=Yy, 1=0,1,...,N.

All subsequent considerations will be carried out for : = N + 1, N + 2,...,n. Let us
assume that we consider the output signal outside its physical model, in this case the
forecast Y; is given by the equation

Yi=Yi—1. (23)

To obtain the best approximation to the desired value of Y;, a weighted average between
the observation Yj; and the prediction Yii at time t; is found, where the weights are the
values of K; and 1 — K;,; where K; is the Kalman coefficient.

To obtain the best approximation to the value sought, a weighted average is found
between the observation at the time, where the weights are the values of and

Yi=KYo+ (1= K)Y, mwm Y=Y+ K (Y, - Y).

The Kalman coefficient is calculated by the formula:

~

P,

K==,
Pi—i-ag

~

where P; is the estimation of forecast error variance , P,=P,_1+w;, Py =const,

N-1

1 s, 2
i = Nr 1 Yoicm = Yiem—1) — — Y iem — Yi_m— .
v N -1 m=0 <( " 1 N T;] " 1)>

The value of the parameter NV is selected experimentally. For the next forecast, the estimate
of the forecast error variance should be recalculated by the formula

P = (1 K;)P.

As a result, we obtain the values of the useful observable signal. Now let us present the
results of adapting the Pyt’ev — Chulichkov method [19] to the solution of optimal dynamic
measurement problems [20, 21].

In general, we assume that an observation is an n-dimensional vector
(), n*(t),...,n" ()}, whose values are known at time instants {t; : j € I}, 7 =
{0,1,...,N},ie ni(t;) (i =1,n, j = 0, N) are obtained. Additionally, a pr10r1 information
is known about the extremum and the nature of the convexity of the utility part of each of
the observed quantities n’(¢). In connection with this and the linearity of the model of the
measurement system, the assumption is made that for each component of the observation
there is a representation of the

S

0 =T+ Bi(t), =T,
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Here, ;(t) is the useful part corresponding to the i- observation coordinate, and 5; (t)
is part contributing interference in the corresponding coordinate — <«white noises, whose
cross sections have the distribution N(0, Z—i)

To describe the statistical criterion for determining the useful part of an observation,
we introduce a class of Vj, convex upward functions with a single maximum point ¢; on a
uniform grid {¢;: j€Z},Z={0,1,...,N}.

Let us fix the observation coordinate : € N : 1 < i < n. Let the useful component part
of the signal g;(t) have a maximum at a point kg € Z 0 of a uniform grid, i.e. §; € Vi,.
Let us estimate parameter ko by the values {ni(tj)}jyzo with a given probability ~

n'(t) =GO+ Bi(t), T € Viy, Bi(t) ~ N0, %)
Based on the results |5, 19] in order to estimate the parameter ko € Z for i coordinated
of observation, the following statistics is applied

— N A .
where it = 5 > 7'(t;)\/T;, and P.(n'(t)/1) is a projection of n*(t)\/t onto the set Vj,
=0

whose existence is shown in [5], and its construction is described in [20].The value of the
constructed statistics is used to find the value of the parameter k, at which the useful part
of the signal 7(t)v/t is closest in shape to Py(n'(t)v/1).

The problem of constructing values of a single coordinate of observations on a uniform
grid {t;}); is viewed as the problem of the best approximation of 7;(t)v/t by elements
of the set Vj, that is, finding a function P(n°(t)vt) € Vi, such that || Py(n'(t)Vt) —
(N (H)V1)]|? = fig‘f/ Ifi — n'(t)v/t]|?. An algorithm for constructing the utility values of a

i k

single observation coordinate Py (n'(t)v/1) is given in [21].

Applying to all coordinates the algorithm for constructing the useful part of one
coordinate of the observation distorted by white noise, under the additional assumption
of the singularity of its extremum point and upward convexity, we obtain the values of the
smoothed vector function of the observation ().

2.5. Numerical Method for Restoration of Dynamically Distorted Signal Based
on the Sampling Theorem With Simple Averaging

As initial data, we know the elements of the system matrices and initial conditions
(16), the quality functional is defined as (16), an array of values Yp; of the observed signal
at time t; with interva 6, i =1,2, ..., N.

From the set of Y{; values, a subset is formed, the elements of which are selected
through an equal interval, which we will call the discretization interval of the algorithm A
in time. Note that then A = K - §, K € Z. The choice of the discretization interval is an
important independent problem, which is described in detail in [38]. he choice of A given
a known ¢ determines the value of K, which in turn determines the number K of basic
cycles of the algorithm. We denote the cycle number by the letter ¢, so ¢ =1,2,..., K.
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Basic calculations for each of the main cycles of finding an approximate dynamic
measurement of the input signal v%(t), £ = 1,2, .., K are performed.

The initial calculation point ¢ and the state of the system are determined as xf: t5:
th=0,ti=ti+(U—-1)6,0=2,. K. 2f: 2} =0, 25 =CY(t} +((—1)d),(=2,., K.

The points for the basic calculation are selected as Ty = t§ + (k — 1)A, k =1,2,...R,
where R = [£]. These points are grouped into four (7Y, Ty, T%,T}), (Tf, T¢, T§, T¥) etc.
These groups will be called <arrays for T>. Each array for T allows the formation of
array for Y: (Y, Yy, Y Y, (Y YEYE YY) ete. For each j array of £ main cycle at the
moment [T%;,,T4;, 4], j = 0,..., [(R—1)/3]: 1) by means of Y}/ interpolation determines
the observation function yf(t); 2) the optimal dynamic measurement problem is solved
using the constructed observation function.

The approximate measurement is sought in the form of a polynomial of a given degree,
therefore the main procedure is reduced to the search of such an array of its coefficients at
which at which the minimum of the functional is achieved. The algorithm implements for
this purpose multistep iterative method proposed in [12]. It utilizes the ideas of a multi-step
multi-coordinate descent with memory; when selecting a step, the results of the preceding
iteration are used with the verification of the constraint conditions for belonging to the
set of admissible measurements. The procedure of finding the minimum of the quality
functional is completed when the absolute value of the difference between the functional
values of the last and penultimate iteration of the cycle reaches a value smaller than
the specified error. The main stages of the algorithm for solving the problem of optimal
dynamic measurement are outlined in [38]. The peculiarity of the algorithm proposed
here is the condition of equality of the values of u?(t) at the boundary points of the sets
[l (Tsj1a) = uly 1 (Ts(41y+1)], 5 = 0, ..., [(R —1)/3]. As a result, we obtain an approximate
optimal dynamic measurement vf(t) for each j-th set of /-th main cycle on the time interval
T, Tl = 0, [(R— 1)/3]

We calculate the values vf = vf(ti), (=12, K, i=1,2,...N,j=1,..,[(R—1)/3].

Using the obtained K of values vf, £ = 1, ..,K at each point ¢;, we calculate the average
values of 7; at each point ¢;. The simulated optimal dynamic measurement v(t) is obtained
by the interpolation of average values v;. Computational experiments have shown the high
efficiency of this algorithm.

This article is written in connection with the 80th anniversary of South Ural State
Unwersity as a sign of the deepest respect for the leaders of the two scientific schools —
professors A.L. Shestakov and G.A. Sviridyuk, whose tireless scientific work has become
both an example for their students and an inspiration for their colleagues.
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METOJZAbI ABTOMATNYECKOI'O 11 OIITUMAJIBHOI'O
YIIPABJIEHNA B JMHAMWYECKNX USMEPEHNAX

A.B. Keaaep, U.A. KoaecHuxos

Cratbst ipejicTaBiisier cob6oit 0630p pe3y/IbTaToB pelleHus 38129 JUHAMAIECKIX U3Me-
peHuil IByX HaydHBIX IIKOJI, paboTaomux B FOKHO—YpaabCKOM IOCYJapPCTBEHHOM YHUBEDP-
curere. CraThs IPEICTABIIIET COOOM 0030D PE3YJILTATOB PEIIEHUS 38184 JUHAMUIECKUAX U3~
MepeHuil AByX Hay4HBIX IIKOJI, paboraomux B HOKHO—Y PaJibCKOM roCyJapCTBEHHOM yHU-
Bepcurere. JJuHaMuUYecKre CBOMCTBA U3MEPUTEILHON CUCTEMBI SIBJISIIOTCS KPUTHIECKU BazK-
HBIME (PAKTOPAMHU, BIUSAIONMMEA HA JUHAMUYECKUYIO MOTPEIHOCTh U3MEPEHUil, Ipu 9TOM
CTPYKTYPBI JUHAMIYECKON M3MEPUTEIbHON CACTEMbI M CHCTEMbBI aBTOMATHYIECKOTO yIIPaB-
JIEHUSI UMEIOT OOIIUe IPUHIUIILI [IOCTPOEHNU. DTO IIO3BOJIUJIO JJIsl UCCJIEI0OBAHUY IAHAMUI-
YECKHX U3MEPHUTEIBHBIX CHCTEM IPUMEHUTH METOABI TCOPUU ABTOMATHICCKOTO YIIPABJICHH.
O HAaKO, TUHAMUYECKAE U3MEPUTE/ILHBIE CHCTEMBl OTJIMYaeT OTCYTCTBUE OOpPATHON CBA3M,
YTO MOTPEGOBAJIO IIPU MCIIOJb30BAHUU WJIEH TEOPUU aBTOMATUYECKOI'O YIIPABJIEHUs pa3pa-
GOTKU HOBBIX METOJIOB. K HUM OTHOCHTCS METOJ MOJAJIBLHOIO YIPABJICHUS TUHAMUIIECKH-
MH XapaKTePUCTUKAME H3MEPUTEIbLHBIX CHCTEM. Ero pasBuTue HpHUBEIO K pa3paboTKe H
IPUMEHEHHUIO IPYTUX METOIOB: UTEPAIMOHHOrO MIPUHINIIA H3MEPUTEILHBIX CHCTEM, METOIA
CKOJIB3AIINX PEXKUMOB, IIapaAMETPUYECKON aIalTallil CUCTEM, HEePOCEeTEeBbIe TEXHOJIOIUH,
YUCJIEHHBLIE METObl PellleHnsl OOpATHLIX 3aJad. DTUM UCCACIOBAHUAM B CTAThE IIOCBAIICH
epBbIi paszesn. Bo BropoM pasjelie npejacTaBieHbl Pe3Y/IbTaThl TEOPUH ONTUMAJILHBIX -
HAMHWYECKHX M3MEPEHHUil, B paMKaX KOTOPOil 3a1a49a BOCCTAHOBJICHHA JUHAMUYECKH HMCKAa-
JKEHHOTO CHTHAJIA PEIIaeTCs ¢ MCIOJIb30BAHMEM METOIOB TEOPHU ONTHUMAJILHOTO YIIPABJIC-
HUs, & U3MEPUTEJILHOE YCTPOMRCTBO MOJIEIUPYETCs CUCTEMOI JIEOHTHEBCKOro Triia. CBeneHne
pelienus 0OpaTHON 3a1a49u JUHAMUYECKUX U3MEPEHMI K IPIMOil MaTeMaTH4YecKoi 3agade
[IO3BOJIAJIO PE3YJILTATUBHO IPUMEHUTH CYIIECTBYIOIMNNA MaTeMATUYECKUI allapar TeOPUH
ypaBHEHUi cOBOJIEBCKOIO TUIIA B CJIydae ydeTa MHEPIUOHHOCTU U3MEPUTEJHHON CHCTEeMBbI.
1 ucesre JoBaHus 3a0a91 BOCCTAHOBICHAA TUHAMIYECKI NCKAKEHHOTO CUTHAJIA TP HAJIH-
YU <IIyMOB> ObLIM HAYATHI AHAJIATHICCKHE, 8 3aTEM U YUCJICHHBIC HCCIICIOBAHN, KOTOPEIE
[PUBEJIA K CO3JAHUIO0 TEOPUU CTOXACTUYECKUX YPABHEHHH COOOJIEBCKOIO U JIECOHTHEBCKOTO
THUIIA U PA3BUTHUIO YUCJIEHHBIX METOJO0B. B 0630pe 0coboe BHUMAHUE YJIEJIEHO YHCJICHHBIM
METOJIaM, IIOCTPOEHHBIX Ha UJIEe BBIJIEACHUS MTOJIE3HOIO BBIXOHOTO CUTHAJIA [10 U3BECTHOMY
3alTyMJICHHOMY HAOJIONCHUIO ¢ IOCICAYIOMMUM IIPUMEHEHHEM HHCICHHOTO METOIa BOCCTA-
HOBJICHHS BXOIHOTO CHrHaJa. Kpome TOro KpaTko MpeACcTaBJIeH AJITOPATM HOBOT'O IHCJICH-
HOT'O0 METOJI8, OCHOBAHHBIM HA, HCIOJb30BAHAN TEOPEMBI OTCYCTOB U IIPOCTOrO YCPEIHEHH.
Bubaunorpaduyecknit 0630p cOCTABJIEH HA OCHOBE U3JIaraeMbIX PE3YJIbTaTOB U, 6E3YCJIOBHO,
HE SIBJISIeTCSI UCYEPILIBAIOIILM.

Karoueevie cr06a:; OUHAMUMECKUE USMEPEHUA; AGTNOMAMUYECKOE YNPABAEHUE; ONUM-
MAALHOE YNPAGAEHUE; CUCTNEMbBL NCOHMBEBCKO20 MUNG; ONMUMAALHOE UHAMUYECKOE U3-

MePEHUE.
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