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Any construction project contains a cash flow model, the purpose of which is to
assess the ability of an enterprise to generate cash in the required amounts and within
the time required for planned costs, to calculate revenue, profit/loss. The income from the
implementation of the construction project, as well as its profitability, directly depend on
the volume of real estate sales. The article describes a system for forecasting the volume
of real estate sales by a construction company in the regional market. This system is built
on a neural network basis using the domestic Loginom Community analytical platform.
To train the system, three groups of factors were used that can be quantified from official
sources: external macroeconomic factors determined at the federal level, external regional
and retrospective data downloaded from the corporate database of a construction company
and characterizing the dynamics of residential real estate sales. The system has a modular
structure. The modular structure gives the system a universal character by allocating
independent modules in the structure, which allow taking into account regional, federal
and corporate input factors. The system is trained and has good forecast properties. The
average relative error of forecasting is 6.89%.

Keywords: equity construction; cash flow model; Loginom analytical platform; neural
network forecasting.

1. Introduction

The Fourth Industrial Revolution (Industry 4.0) is characterized by the widespread use
of information technologies in all industries, large-scale automation of business processes,
and the use of data analysis methods [1-6]. Intelligent data analysis methods (data
mining) using machine learning algorithms allow us to identify patterns that are implicitly
contained in the analyzed data, which increases the effectiveness of managerial decision-
making. Digital technologies are in demand in all sectors of the economy, and the
construction industry is no exception.

Construction project management is a complex and time-consuming process that
is possible only with huge financial investments and a high level of professionalism of
specialists. One of the key components of such management is cash flow management, and
building a cash flow model is a prerequisite for achieving successful results. The purpose of
building a cash flow model is to assess the ability of an enterprise to generate cash in the
required amounts and within the time required for the planned costs, to calculate revenue,
profit /loss.

With the introduction of Federal Law No. 214 in 2019, companies are required to
open escrow accounts for shared-equity construction. The money of the shareholders is
not transferred to the company’s account, but is frozen in a special bank account, which is
disclosed after the house is rented. Accordingly, until the housing is rented, the company
does not receive any profit. The developer company is forced to build on loans taken
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from the bank, the interest on which depends on the amount accumulated in the escrow
account. And this amount, in turn, depends on the volume of sales of real estate in a new
building, the size of which is unknown in advance during planning and at the beginning
of construction.

Econometric, heuristic and intuitive methods are used to solve forecasting
problems. Econometric methods require the construction of formal mathematical models.
The forecast is based on time series analysis, and various regression models are also
widely used [2-12|. Such methods require assumptions about the distribution of time
series values, so there are significant errors in the forecast results. Regional construction
companies usually use an intuitive subjective assessment of future sales volumes, which
only approximately takes into account changing environmental factors. Therefore, the
planned financial indicators are inaccurate and largely indicative.

An alternative approach to solving the forecasting problem is the use of neural network
(NS) forecasting models, which are based on machine learning methods and allow using a
variety of factors that influence the behavior of the process under study |[3, 4, 11, 12].

2. Construction of Neural Network Forecasting System

Let’s describe the advantages of models based on neural networks [3, 4]. A simple
neural network are used for constructs the forecasting system. The structure of such neural
network is shown in Fig. 1.

Input layer Output laver
Wil ;

- X1 3 < AR
|
x3 ¥,

X = -

X Y=«

. —» — |

Fig. 1. The structure of a simple neural network

The output signal of a neural network is determined from the expression
Y =X W, (1)
where Y and X are string vectors and W is a matrix of weighting coefficients of form

Wi - Win
W =
Wm1 - Wmn

Forecasting is related to obtaining future values of an object’s state based on its current
state. Therefore, to train a neural network, a training sample is used, given in tabular pairs
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“known input — known output” [(X(l), YY) (X@ y@) (X, Y(N))}. The purpose of
the training is to find such values of the weight matrix W that minimize the standard

error I of form
N

where N is the size of the training sample; Y is the value at the output of the model for
the i-th example; D is the target value. The size of the input vector X = (%, 2%, ...2¢ )
is determined by the amount of input data, the size of the output vector Y& = (31 i .../%)
is determined by the problem in (1).

The system uses 3 groups of factors that influence the dynamics of the volume of
real estate purchases: macroeconomic indicators determined at the federal level (federal),
regional macroeconomic indicators and individual factors related to buyer preferences.

Regional factors can be quantified by sources representing official information and
which are typical for the Chelyabinsk region. For example, the number of housing and
mortgage loans, the number of people who used maternity capital to buy real estate in
new buildings, the average per capita income of the population, the average monthly
salary.

External macroeconomic factors established at the state level, which significantly affect
the size of housing loans, household incomes and the average monthly salary at work, are
attributed to: the amount of the Central Bank’s % rate, the inflation rate. The values of
the listed factors can be obtained from official sources |5, 7-10, 13].

Internal factors are retrospective data on real estate sales obtained from the corporate
database of a construction company. These data represent a time series of sales for
an already implemented similar project with similar technical and economic indicators.
Therefore, the proposed system can be applied in an area where the uniformity properties
of an object are fulfilled, for example, apartments in a certain area or city built according
to projects with similar technical and economic indicators.

Individual factors have

a great influence on the decision )
to purchase residential real estate. Correlatlion
Buyers usually evaluate the analysis
location of the property, the Initial T Reports
development of social institutions: data
kindergartens, schools, shops, ————* Data c_
accessibility of transport, the preparation
prestige of the developer and l
many others. However, such
information is usually inaccessible Neural Foressising
to the researcher, and it is network <
impossible to quantify it.

The system has a modular Data for
structure (Fig. 2). the forecast

The modular structure gives

the system a universal character Fig. 2. The modular structure of system
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by allocating independent modules by allocating independent modules in the structure,
which allow taking into account regional, federal and corporate input factors.

In the Data Preparation module, input and enrichment of the source data is performed.
The Correlation Analysis module checks the statistical significance of the selected factors.
The Neural Network module is a neural network that is trained on the retrospective data
entered in the Data Preparation module.

The neural network forecasting model was built on the domestic Loginom Community
platform (Fig. 3). The Loginom analytical low-code platform contains a visual constructor
that allows you to build analysis models without programming knowledge (Fig. 3).
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Fig. 3. Implementation of the system on the Loginom platform

The accuracy of forecasting is significantly influenced by the quality of the data on
which the neural network is trained. Data that is structured and has a certain quality is
used for analysis. The list of input data is shown in Figure 4.

Label Name Data kind Usage type
Year Data_¥Y_1 - Discrete | Input
honth Data_M_1 & Discrete 4| Input
Number of sales Vyruchka_Count ) Continuous [=+ Output

W) Average price sg.m tsena_za_kvadrat (0 Continuous 44| Input
Total revenue Vyruchka_Sum ) Continuous | Input
Number of housing loans Kolichestvo_zhilischnykh_kreditov () Continuous 4| Input
Number of mortgage housing loans Kolichestvo__ipotechnykh_zhilischnykh_kre... © Continuous | Input

0 Interest rate % per annum Razmer_stavki___godovykh ) Continuous 4| Input

Mumber of persons maternity capital CHislennost_lits__rasporyadivshikhsya_chas... (O Continuous | Input

Fig. 4. Input data used to train the NS

So, the neural network has 9 input neurons and one output, which generates a
forecasted value.

All real data has been normalized and brought to the range 0 — 1. Using normalization
increases the quality and speed of neural network learning.

2024, vol. 11, no. 2 45



0.V. Korobkova

In the system, sales volume forecasting was performed for one of the regional
construction companies based on real retrospective monthly sales data for 2018-2022.
A graphic illustration of the learning process of the model is shown in Fig. 5.
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Fig. 5. A graphic illustration of the learning process of the system

A comparison of real and forecast values for January — April 2023 is shown in Fig. 6.

12 year 12 month 17 sales quantity (forecast) 12 sales gquantity
| 1 10 i1
2023 2 42 45
2023 3 46 45
2023 4 60 62

Fig. 6. Comparison of real and forecast values

The average relative error of forecasting is 6.89%. More information about it can be
founded in [14].
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3. Conclusions

1. The model is trained and has good forecast properties. The average relative error
of forecasting is 6.89%.

2. The factors influencing the volume of sales of residential real estate in the primary
market of the Chelyabinsk region are presented.

3. The model is universal and allows you to make a forecast with changing
macroeconomic indicators within the framework of three different scenarios of economic
development: optimistic, pessimistic and real.

The input data characterizing the change in the economic situation are entered in the
“Data preparation” module.

The accuracy of the forecasting result significantly depends on the completeness and
adequacy of the information collected. However, the approximate estimates obtained will
be determined by external economic factors, which is of practical importance for any
construction company.

References

1. Barinova N.V., Barinov V.R. Digital Economy, Industry 4.0 and Artificial Intellect.
Vestnik of the Plekhanov Russian University of Economics, 2021, vol. 18, no. 3 (117),
pp. 82-91. DOI: 10.21686,/2413-2829-2021-3-82-91 (in Russian)

2. Bogdanova T.K., Kamalova A.R., Kravchenko T.K., Poltorak A.I. Problems of
Modeling the Valuation of Residential Properties. Business Informatics, 2020, vol. 14,
no. 3, pp. 7-23. DOI: 10.17323/2587-814X.2020.3.7.23

3. Lyubimova T.V., Gorelova A.V. Solving the Forecasting Problem Using Neural
Networks. Innovative Science — Innovacionnaya nauka, 2015, no. 4, pp. 39-43.
(in Russian)

4. Morozova V.I., Logunova D.I. Forecasting by Machine Learning. Young
scientist — Molodoy wuchenyi, 2022, mno. 21 (416), pp. 202-203. -
https://moluch.ru/archive/416,/92048 (date of access: 12/13/2023) (in Russian)

5. Ministry of Economic Development of the Russian Federation |Electronic resource|. —
https:/ /www.economy.gov.ru (date of access: 12/13/2023)

6. Neskoromnyi S.V., Varyanova A.A. Industry 4.0. Digital Economy in Russia.
Current Research — Aktual'nye issledovaniya, 2020, no. 21 (24), pp. 112-115. —
https://apni.ru/article/1362-industriya-40-tsifrovaya-ekonomika-v-rossii ~ (date  of
access: 12/13/2023) (in Russian)

7. SBER, official cite [Electronic resource|. — https://www.sberbank.ru (date of access:
12/13/2023)

8. Statistical Yearbook “Housing (Mortgage) Loan Market in Russia” [Electronic
resource|. — https://cbr.ru/eng/statistics/bank sector/mortgage (date of access:
12/13/2023)

2024, vol. 11, no. 2 47



0.V. Korobkova

10.
11.

12.

13.

14.

Federal State Statistics Service of Russian Federation |[Electronic resource|. —
https://eng.rosstat.gov.ru/ (date of access: 12/13/2023)

Bank of Russia [Electronic resource|. — https://cbr.ru/eng (date of access: 12/13,/2023)

Shagalova P.A.,; Lyakhmanov D.A. Neural Network Technologies for Solving of
Forecasting Problem. Modern Problems of Science and Education, 2014, no. 6. —
https://science-education.ru/en/article/view?id=16494 (date of access: 12/13/2023)

Yasnitskiy V.L. Neural Network Modeling of the Processes of Mass Valuation
and Scenario Forecasting of the Market Value of Residential Real FEstate -
Neirosetevoe modelirovanie processov massovoi ocenki i Scenarnogo prognozirovaniya
rynochnoi stoimosti zhiloi nedvizhimosti, Abstract of PhD (Economic) Thesis.
Perm, 2018, 24 p. — http://www.psu.ru/files/docs/science/dissertatsionnye-
sovety/Yasnickiy/avtoreferat _yasnickyi vl.pdf (date of access: 12/13/2023)
(in Russian)

Territorial Office of the Federal State Statistics Service for the Chelyabinsk region
[Electronic resource|. — https://74.rosstat.gov.ru (date of access: 12/13/2023)
(in Russian)

Pollack G.A., Korobkova O.V., Pollak I.Yu. Neural Network System of Sales Volume
Forecasting of Residential Real Estate in the Primary Regional Market. Journal

of Computational and Engineering Mathematics, 2023, vol. 10, no. 3, pp. 39-53.
DOTI: 10.14529 /jcem230304

Olga V. Korobkova, PhD Student, Department of Mathematical and Computational

Modelling,  South  Ural State University (Chelyabinsk,  Russian  Federation),
ufimtcevaov@susu.ru

Received December 15, 2023

48

Journal of Computational and Engineering Mathematics



ENGINEERING MATHEMATICS

YK 004.032.26 DOI: 10.14529/jcem?240205

CUCTEMA ITPOT'HOSNPOBAHUNA OB BEMA ITPOJTAZK
YKNJION HEABUXKMNMOCTHU HA OCHOBE MAIIIMHHOT'O
OBYYEHUA

O.B. Kopobxosa

JI1060i CTPOUTENILHBIN IPOEKT CONEPIKUT MOIEIb IBUMKEHUSI JEHEIKHBIX CPECTB, [EIb
[IOCTPOEHUsI KOTOPOM 3aKJII0YAETCH B OLEHKE CIIOCOOHOCTH IPEIIPUITHS T€HEPUPOBATD JIe-
HEKHBbIE CPEJICTBA B HEOOXOAUMBIX pPasMepax U B CPOKHU, HEOOXOAMMbIE IS IJIAHUPYEMbIX
3aTpaT, BBIIOJIHATH PacdeT BbIPYUKH, Hpubblin/yOonITKOB. Jl0X0mbl OT peajsu3ainuu CTpO-
UTEJHLHOTO IPOEKTA, & TaKXKe €ro PEeHTA0EJHLHOCTb HAIPIAMYIO 3aBHUCAT OT 00beMa IIpo-
JlayK HEJBUKUMOCTH. B cTaTbhe ONUCBIBAETCS CUCTEMa IIPOTHO3UPOBAHUS 00bEeMa IIPOJIarK
HEJIBUXKMMOCTH CTPOUTEILHON KOMIIaHUEl Ha PErMOHAILHOM PBLIHKE, IIOCTPOEHHAasl B Heii-
poceTeBoM Ha3uce ¢ UCIOIL30BAHNEM OTEYECTBEHHON aHaInTHIecKoi maardopmbl Loginom
Community. /Ijist 00y4eHust CHCTeMbI UCIIOJIb30BAHBI TPU I'PYIIIBL (PAKTOPOB, KOTOPhIE MOXK-
HO OIIPEJIEIUTH KOJUIECTBEHHO U3 O(PUIUAILHBIX NCTOYHUKOB: BHEIIHUE MAKPOIKOHOMUYE-
ckue (pakTOpbI, onpejesseMble Ha (eepajbHOM YyPOBHE, BHEINHUE PErHOHAJBHBIE U Pe-
TPOCIIEKTUBHBIE JIAHHBIE, BBITPYKaeMble U3 KOPIIOPATUBHON 0a3bl JAHHBIX CTPOUTEIHHOM
buUpPMBI U XapaKTepu3yoollne IMHAMUKY IIPOIaXK >Kujoil HexsuzkuMocTu. CucreMa nMeer
MOJYJIBHYIO CTPYKTYPY. Momy/ibHast CTPYKTypa IIPHUIAET CACTEME YHHBEPCAJbHBINA Xapak-
Tep 3a CUET BBIJIEJICHUS B CTPYKTYPE HE3aBUCUMBIX MOJYJIEH, KOTOPBIE TO3BOJISIIOT yIE€CTh
peruoHabHbIe, (befepasbHble U KOPIOPATUBHbIE BXOJHbIE (hakTopbl. Cucrema obydeHa u
UMeeT XOPOIIKe IIPOrHOCTHIecKue cBoiicTBa. CpelHsis OTHOCUTE/bHAS TOIPEITHOCTD IPO-
raosupoBanus 6,89%.

Kmouesnvie caosa: doaesoe cmpoumesvbemeo; mModess 08UNCEHUA OEHENCHBLT cPedcme;

anansumuveckas naamgopma Loginom; netipocemesoe npo2nosuposarue.
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