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The aim of the paper is to investigate the accuracy of the methods for approximate
solving a boundary value inverse problem with final overdetermination for a parabolic
equation. We use the technique of the continuation to the complex domain and the expansion
of the unknown function into a Dirichlet series (exponential series) to formulate the inverse
problem as a linear operator equation of the first kind in the appropriate linear normed
spaces. This allows us to estimate the continuity module for the inverse problem by means
of classical spectral technique and investigate the order-optimal approximate methods for
the boundary value inverse problem under study.
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Introduction

We study a boundary value inverse problem with final overdetermination (the problem
of the most accurate heating of a rod). Namely, we should recover the boundary condition
in a mixed boundary value problem for the heat transfer equation from knowledge of the
solution at the final time moment. Originally, the problem was formulated in [1] in the
form of an optimization problem. In applications, a large number of optimization problems
associated with parabolic equations arise. One of such problems in thermophysical terms
can be formulated as follows. Consider a homogeneous rod with a thermally insulated
lateral surface, the left end of which is thermally insulated, and the given temperature
h(t) is maintained at the right end. We need, by controlling the temperature at the right
end of the rod, make the temperature distribution in the rod as close as possible to the
specified distribution g(x) by a given point in time. Namely, let u(z,t) = u(x,t, h) define
the distribution of the temperature in the rod at the time moment ¢. It is required, by
controlling the function h € Ls[0,T], to minimize the function

J(h) = |lu(z, T) — g(=)||*
under the condition that u(z,t) = u(z,t, h) solves the boundary value problem
o _ o
ot Ox?’
u(z,0) =0 (0<z<l), u0,t)=0, u(l,t)="h() 0<t<T).

h(t) satisfies the conditions h(0) = 0, |2/ (t)|| L0, < 7
The problem of the most accurate heating of the rod and the related optimization
problems for the heat equation is investigated, for example, in [2].

te (0, 7), ze€(0,1),
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Aviation and rocket and space technology, energy, metallurgy use experimental studies,
bench and field studies of thermal conditions, the creation of effective diagnostic methods
and the results of heat exchange processes based on the results of experiments and tests.
The basis of these methods may lie in the problems associated with inverse problems of
different types but the boundary value inverse problems are among the most important
classes of the inverse problems of thermal conductivity. Various statements of boundary
value inverse problems was studied also in [3].

To solve the improperly posed problem, we use the quasi-reversibility method,
which consists of replacing the boundary value problem for a parabolic equation with
the corresponding boundary value problem for a hyperbolic equation with a small
parameter. The quasireversibility method is efficient for solving inverse problems by
reducing computational complexity compared to optimization-based approaches. That is
the main reason why the quasirevesibility method and its applications are widely used
for solving differfnt types of inverse problems. For example, the paper [4] develops the
second generation elliptic systems method (ECM) for solving parabolic inverse problems.
It demonstrates improved accuracy in imaging unknown coefficients and localization of
targets using fewer iterations compared to optimization-based methods.

In the case of severely ill-posed problems, the issues of assessing the accuracy of the
obtained approximate solutions and studying the optimality of the proposed method for
approximate solution play an important role. For linear ill-posed problems classical spectral
technique is widely used to obtain estimates of the error for the approximate solutions on
compact sets (correctness classes) and the error of the optimal approximate methods. For
linear ill-posed problems, the technique of calculating the error of the optimal method
of the is based on the relation between the error of the optimal method and the module
of continuity of the inverse operator, which can be calculated for specific operators and
correctness classes. The continuity module for some classes of nonlinear inverse problems
was estimated, for evample, in [5-7].

In the classical spectral technique, the commuting of the operator of the problem
with the operator defining the correctness class (reflecting a priori information about
the exact solution of the inverse problem) plays the main role but for some important
inverse problems in the classical formulation, these operators do not commute. We use the
technique of the continuation to the complex domain and the expansion of the unknown
function into a Dirichlet series (exponential series) to formulate the inverse problem as
an operator equation of the first kind in the space isometric to the space of the initial
data and the space of the solutions. This allows us to calculate the module of continuity
and investigate the accuracy of optimal and order-optimal approximate methods for the
inverse problem under study. The obtained estimate for the modulus of continuity makes
it possible to investigate the optimal methods for the approximate solving of the inverse
problem and construct the order-optimal methods.

The paper is organized as follows. Section 1 formulates the boundary value inverse
problem and the corresponding direct problem and introduces the functional spaces which
we use to investigate the inverse problem. Section 2 is intended to obtain the linear
operator equation which gives the equivalent formulation of the inverse problem and the
corresponding direct problem in [ space. Section 3 is aimed to estimate the function which
plays the basic role for the investigation the accuracy of the approximate solution to the
inverse problem - the continuity module for the inverse problem. Section 4, a method for
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an approximate solution of the original inverse problem is formulated, and an estimate for
the accuracy of the constructed approximate solution is obtained.

1. The Inverse Problem with Final Overdetermination

Direct problem. Consider the following boundary value problem for a heat
conductivity equation. We have to determine the function v = u(z,t),

w € C((0,1); W3[0 T]) N C*((0, 1); Lo[0; T1)

which meets the conditions

ou  0%*u
E - wa te (OaT)a VIS (07l>7 (1>

u(z,0) =0, (0<z<l),
uw(0,t) =0, u(l,t)="h(t), O<t<T).

(we will consider the case T' = 27r).
Inverse problem. We study the following inverse problem for a parabolic equation.
Suppose that u(z,t) satisfies the conditions (1) and the additional condition

u(z,T) = g(x). (2)

We have to recover the function h € Ly[0,T] (the boundary condition), g € C]0,1] is
the given function. The problem was formulated and studied in [1,2]| as an optimization
problem. Recall the well known theorem on approximation of continuous functions by
polynomials.

Theorem 1. Let 0 < A\ < Ay < ..., \; = 00, 0 < a <b. For any function f € Cla,bland
for any € > 0 there exists a linear combination

n
= E CZ'JZ')\
=1

such that
Hf - PnHC[a,b] <g,

if and only if the condition
© -
18 satisfied.

The next lemma follows directly from the theorem and gives the possibility to
approximate continuous functions by exponential polynomials [8].

Lemma 1. Suppose that the functions {e;(z)}, eo(z) = 1, e;(x) = 7N, 0 < A\ < Xy < ...,
A; — o0 satisfy the condition

— 1

2"
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Then the system of functions {e;(x)}22, is closed in the space C[0,1].

Denote g(z) a continuous function on [0,!] which we can expand into the uniformly
converging exponential series

G(r) = Z bpe™ Ve, (3)

Let the series (3) converge for x > —I, then the odd continuation of g(z) defined on
the segment [—[,[] can be expanded into the uniformly converging series

g(z) = Z b, sh v/nz. (4)

We conclude from the elementary properties of the exponential series that the
function [10]

Go(z) = ibn sh\/nz (5)

is analytical and bounded in the domain —! < Rez < [. Let a function G(z) have a
Dirichlet series expansion

G(z2) = Z b, shv/nz,
n=1

convergent uniformly in the strip —/ < Re z < [, i.e. is an analytic almost periodic function
in the strip. Then the function p(y) = G(z + dy) for any —/ < v < [ is a uniform almost
periodic function, and its norm can be defined by the formula

Y
. 1 .
ol = i 5 [ L) P
“y

Let X denote the linear space of functions G(z) analytical and bounded in the domain
0 < Rez < [, equipped with the norm

Y
. 1 .
IGI? = Jim oo [ 16|y,
-Y

Suppose that for the given continuous function g(z) there is the exact solution h(t) to
the inverse problem (1) which belongs to the set

M = {n(t) : ||h" ()| Lafo,00) < 7

but the values of g(z) are unknown. Instead of the exact values, we know approximate
values of the given function. That is we know the function gs € C[0,!] such that for the
analytical continuation of the exact and the given functions in the domain 0 < Rez < [
the inequality ||g — gs5]|x < 0 holds. We have to determine an approximate solution hs to
the boundary value inverse problem and estimate its deviation from the exact solution.
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2. Reducing the Boundary Value Inverse Problem to the Operator
Equation
We will find the solution to the direct problem in the form of complex Fourier series

oo

u(z,t) = Z cn(z)e™ = 2Rel (x, 1),

n=—oo

where

Ulx,t) = CO;@ + ch(x)emt.

n=1

Consider the expansion into Fourier series
h(t)= > h,e™ = 2ReH(t).

Here

h = .
mw:§+§ﬁww
n=1

Consider the particular solution w,(z,t) to the mixed boundary value problem which
corresponds to the boundary condition u,(l,t) = €. We find the particular solution in
the form u,(z,t) = w,(x,t) + v, (z,t) (see, for example, [11,12])

h )
() = SLOE o
sh pg4/nl
1

where 119 = —5(1 4 ) and the function v, (1, t) satisfies the conditions

ov,  0%v,
=g 1€0D), xe (), (6)
v (2,0) = sh oy (0 <z <),

~ shpgy/nl’
v,(0,8) =0, v,(l,t) =0 (0<t<T).

Make sure that the function

— , shuoyv/nz .,
V() =Yy 7
(x7 ) Zl Shﬂ()\/ﬁle ( )

n=
satisfies the conditions

oy  0*Y
E - wa te (OaT)a YIS (Oal)a (8>

Y(z,0) = &(x),
Y(0,t)=0, Y(,t)=H(t), (0<t<T),
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where

_ = ShMO\/_x
O(z) = Zh b o/l

n=1

Actually, we have for 0 <z <[ —9

sh piov/na
shpoy/nl | ~

so for the series (7) the majorizing series is

Zm e VED )

and for the series which we obtain by termwise differentiation of (7), the majorizing series
is

Zn|hn\6_\/ 3(=o), (10)
n=1

The series (9) and (10) are converging, so the series (7) is uniformly converging on any
interval 0 < z < [ — 4, and the function Y (z,t) satisfies the conditions (8).
Hence, we can represent the solution of the boundary value problem in the form

ih ShMO\/_x :

— Z(x,t),
— Shﬂox/_l
Z(x,t) satisfies the conditions
0z 07
— =— 0,7 0,1 11
at ax27 6(7 )7 xe(?)? ( )

Z(x,0) = —®(x), z€(0,1),
Z0,t)=0, Z(,t)=0 (0<t<T).
Here

ih sh pioy/nz
shpoy/nl’

We have to recover the function G(z) = ®(z) + Z(z,T). Denote

han
sh o \/ﬁl

the coefficients of the expansion of ®(x) in the Dirichlet series. Considering the expansion

of a hyperbolic sine in the Fourier series, we find the Fourier coefficients of the function
O (z):

Ay —

- k
ba) =Y ppsin o,

l
k=1

2025, vol. 12, no. 2 43



E. V. Tabarintseva

where

Op = 2(_1)k+1 Za/n mk sh /‘LO\/ﬁl (12>

" (mk)? +inl*

Consider the function

% Ash poy/l
FO)=2) o
n=1

It is evident that
F(rk) = (=1)" ¢y

We show that the function F'(A) is analytic in the domain

1

1
V2

Consider the series

= Ashpy/nl & A
2OV N s
g“” N inl? ; "N + inl?

For n # k the inequalities hold

1
\A]g\/EjLES\/EHl,

X — pv/nl| > [p/nl — i VEL — [N — vkl >

1
> U|v/n - V| - T
Similarly,
1
I — pav/nl| > 1| — V| — T
Then,
N2+ inl?| = |\ — pov/nl|| A+ piv/nl| >
1\2
> (\\/ﬁ— V| - E)
and
| 9 < |ha|(VEL+ 1)
N +inl? T (|yn— V| - %)2
Note that

bl (VL 1) [l (VR4 1)
(V- VE-pr - B

for n — 00, so the majorizing series

20 b (VEL+ 1)
; (v — VE| = 1)?
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uniformly converges in every domain Dy (k = 1,2,...). Hence, the function F()\) is
analytical in the domain
D =D
n=1

The function F(\) has simple poles at the points A, = uiy/nl. Hence, the equality
(12) imply

lim  F(A)(A — puiv/nl) = a, sh pgy/nl. (13)
)\A)lu,l\/ﬁl

Consider the expansion in Dirichlet series of the function G(x):
G(zr) = Z b sh pov/nz.
n=1

Taking into account the expansion in Fourier series of the function G(z) we can

conclude that
o0

G(JZ') = 9k sin Ta
k=1
where .
k2
Consider the function
P\ = FO)(1+eNT).
The function G()) has simple poles at the points A\, = ui/nl if the condition ni*T #
7 + 27mm is met. Similarly to the equality (13) we obtain
lim  P(A)(A — p1v/nl) = by, sh pgv/n. (14)
)\*ﬁﬂﬁl
The equalities (13) and (14) imply
by, _ > A
L= lim (I+e ) =14,
an )\*ﬁﬂﬁl
We set the correspondence between the function G(z) € X. and the sequence of
coefficients of its Dirichlet series G = {b,} € I; N ls; set the correspondencp between the
function h(t) € Ly[0,T] and the sequence of coefficients of its Fourier series H = {h,} € ls.
The mean value theorem [9] shows that

Y
. 1 , >
HG||2=;ggo§/||c;(zy)||2dyzzbg.
Y n=1

That is, the operator £ : X — [, which acts according to the rule
EG = {b,}

is an isometry. Denote A : [ — [5 a linear operator acting according to the rule

N h &
AH = —" )
{ 2 Sh MO\/ﬁl }nl

Thus, the inverse problem with final overdetermination can be formulated as an operator
equation

~

AH =G.
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3. The Continuity Module for the Inverse Problem

Denote
(,:)(M, (5) = Sup{th — hQHI hl,hg € M, ||g1 — g2|| S 5}

is the continuity module for the boundary wvalue inverse problem with final
overdetermination. We use the scheme proposed in [13,14] to estimate the continuity
module. The following theorem holds.

Theorem 2. There exists &g > 0, such that for all 0 < & < 0y the inequalities

rl? ri?
Cilingye S@IM0) s Coss

are true.

Proof. Let H = {h,}, € ly. Consider the linear bounded operator A acting in the space

Iy according to the rule
. h o0
AH = — " — .
{ 2 Sh IU/O\/HZ }nl

B is a linear bounded operator acting in the space [y according to the rule
. h, |

BH =< —
n?l)
Denote By = B*B, that is the operator B; acts in [, according to the rule
N hy, &

BlH — I
n4l n=1

Denote C = AB, (1 = C*C, that is (' is the operator acting in [y according to the rule

N h &
C\H = L )
1 {4n2|ShM0\/m\2}n:1

It follows from the definitions of the operators that ) is a function of the operator Bj.
Namely,

Ol - )\(Bl),
where
o2
MNo) = —. (15)
4 |sh 45
Calculating the module of a hyperbolic sine and denoting
S = m,
we write the equality (15) as
1
Als) = (16)

s8(sh? Ls + sin? Ls)’
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Further,
lim A(s) = +o0, lim A(s) =0,
s—0 5—00
the function A(s) is continuous and monotone on (0, 00). Thus, the equation (16) has a
unique solution s = s(A) for every A > 0.
Put to use the elementary inequalities

l l
sh? = s + sin? =s < V2, (17)
2 2
l l Vals
sh? §s+sin2 552 64 ~3 (18)
For s > % In 2 we obtain
eV > ¢
and the inequality (18) imply
l l V2ls
sh? §s+sin2 38 > 68 (19)
Applying the inequalities (17) and (19) for s > QT\/Q In 2 we obtain
V2Is
< 2 < A(s) < eV (20)
Taking the logarithm of both sides in the inequality (20) and considering that s > %ﬁ In2,
we get the inequality
In A
§Z—8 <n—<\/+8s (21)
where 1
e(s) = =2 (s(N\) = 0
s
as A — 0. Consiquently,
_nA
~ VAl
for A — 0. Finally,
3= @)
o= ~
P (In \)*
as A — 0. The relation (20) by Theorem which was proved in [13], imply
In A
~ 75
as A — 0. Hence,
r2 ri?
0) ~ — | ~ 23
as 0 — 0. That is, the statement of the theorem holds.
O
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4. An Approximate Solution to the Inverse Problem

To construct a stable approximate solution to the original inverse problem, we use the
quasi-inversion method, which consists of replacing the unstable original problem with a
stable problem for an equation with a small parameter.

Let us consider an auxiliary hyperbolic equation with a small parameter

Pu  Ou  O%u

o2 T o o (24)

and the following initial and boundary conditions
u(:z:, 0) =0, u(O, t) =0, ux((]? t) = 905(15)'

Here u(z,-) € C*(0,1)NC[0,1],u(-,t) € WZ[0,00),e > 0 is the time constant (the
thermal stress relaxation time). As an approximate solution to the problem, we will
consider the function us(t) = u5(1,t), where u§(x,t) satisfies conditions (24) and € = £(9).
The quantity used as a characteristic of the accuracy for the constructed approximate
solution is

Ale, 0) = sup {[|vs — vl - v € M; [lp — 5] <0}

Let us choose the dependence ¢ = £(§) according to M.M. Lavrentiev’s scheme, i.e.
the dependence € = £(§) is chosen from the condition

1
0e2vE = cord

Finally, we obtain

c
< .
°= In®(r/6)
Therefore, there exist numbers C' > 0,0; > 0, such that for all § < d; the inequality holds
A(e(8),0) < —C (25)
T T In®(r/8)
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OB OIIEHKE TOYHOCTU METOIA ITPUBJIN>KEHHOTI'O
PEITEHU YA TPAHUIYHOI OBPATHOWM 3AJJIAYN

14 ITAPABOJIMYECKOT'O YPABHEHU A

C ®PUHAJIbBHBIM ITIEPEOIIPEJIEJIEHUEM

E. B. Tabapuruesa, HO:xHO-Y paabCcKuii TOCYIaPCTBEHHBIN yHUBEPCUTET, T. e/ IsI0nHCK,
Poccuiickas Peiepartiust

[esbro craTbu SIBJISIETCS WCCJIEIOBAHME TOYHOCTU METOJOB IPHUOJIMIKEHHOIO pelle-
HUsl TPAHUYIHON 00paTHOI 3a/1a4n ¢ (PUHAIBHBIM IIEPEOIIPEIeSIEHNEM JJId TapabOIMIECKOro
ypasaenus. C MOMOINIBI0O TEXHUKHU MPOJIOJIZKEHUsI B KOMILUIEKCHYIO O0JIACTh M PA3JIOKEHUS
HeusBecTHOM GyHkuuu B psizt, Jupuxsie (psiz sKconent) obparHas 3a1a4a HhopMyIupyeTcs
B BHJIE JIMHEHHOIO OIepATOPHOI0 YPaBHEHHUsI [IEPBOIO POJIa B COOTBETCTBYOIINX JIMHEHHBIX
HOPMHUPOBAHHBIX IIPOCTPAHCTBAX. JTO IO3BOJISIET OIEHUTH MOJYJIb HEIIPEPBIBHOCTH 0OpaT-
HO1 331291 C TOMOIIBIO KJIACCUIECKON CIIEKTPAJIbHO TEXHUKHU U UCCJIEI0BATH OIITUMAJIbHBIE
10 TIOPSIIKY TMPUOINKEHHBIE METOIbBI /I U3yJIaeMOi KpaeBoil oOpaTHOIT 3a1a4m.

Karouesvie cr06a: napabosuveckoe ypasrenue; 2panusras oopammnas 3a0a4a; Mooysd
HENPEPHLLEHOCTIU 00PAMHO20 ONEPAMOPa; PAJbL IKCTLOHEHM.
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