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The article is devoted to the development of the method of mathematical modeling
of image processing and analysis in an apparatus of the modified descriptive algebras of
images. A brief chronology of the formation of an algebraic approach in the studies of
foreign and domestic scientists is given in materials. The present state of an mathematical
apparatus of the modified descriptive algebras of images is described. The results of the
latest researches are presented as a technique of the organization of a computing experiment.
The combinatorial evaluation of the initial images, which are randomly selected among all
the possible variants, is carried at the first step of the computing experiment . At the second
step the initial images are used in the development of an algorithm and a mathematical
method of their processing and analysis modeling. The second step is to develop an objective
function to optimize and select the variable parameters of a mathematical model. At the
third step a genetic algorithm should be applied to find the optimal values of variable
parameters of the mathematical model.
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Introduction

The algebraic approach to the images treatment, analysis and recognition is promising
approach. It is developed in the Computational Center of A. A. Dorodnicyn of the
Russian Academy of Sciences. A number of studies was carried out in 70-ies of the XIX
century. They laid the foundation for the modern works in this area. Thus mathematical
morphology was developed by G. Materonom and Zh. Serra [1, 2]. The images theory
was created by W. Grenander [3-5]. Academician Yu. I. Zhuravlev developed and studied
the algebra of algorithms [6, 7]. Works on the use of category theory in the field of images
recognition were carried out by M. Pavel [8]. The image algebras were developed and
explored by Zh. Serra and S. Sternberg in the 80s [9]. The standard image algebra was
proposed by G. Ritter in 90-ies [10]. The descriptive images algebras (DIA) were developed
and researched by I.B. Gurevich at the end of 90-ies [11]. They were based on academic
Yu. I. Zhuravlev research. The descriptive image algebra were specialized to the case of
a single ring (DIAIR) by V. V. Yashina [12|. Today the works in this field are carried
out by I. B. Gurevich and V. V. Yashina. The authors consider the descriptive image
algebras to the case of universal algebras with matrix entries. The research results were

presented as the individual mathematical apparatus, which is called modified descriptive
image algebras (MDIA) [13, 14].
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1. Modified Descriptive Image Algebras

MDAI mathematical apparatus conditionally consists of the following 3 parts.
The initial data are presented by rectangular matrices of finite order (images). The
mathematical techniques of processing modeling (image conversion) and data analysis
(measurement of features of the observed object in images ) are the main operations of
universal algebras. Thus defined universal algebras with matriz entries formally describe
the space for image processing and analysis. This apparatus is supplemented by a numerical
multiparametric optimization method (genetic algorithm) to find the optimal values of the
objective function (mathematical model of image processing and analysis processes). The
subject of research is the formal description of any image processing and their subsequent
analysis.

We propose a natural form of image presentation — rectangular matrix of finite order.
Note that binary (two-color), in shades of gray (grayscale) and color (full color) images
are usually used in the field of digital image processing. Therefore these matrices will be
set on the following classical sets Sy, = {0,1} and Sy.ay = {0,...,255}, as well as on the
ternary product Seoor = (ngy)3, respectively. Further they are considered as elements of
universal algebras

Abm =< Mbinv Fyin >, Agray =< Mgray; Fgray > and Acolor =< Mcolm"v Feoior >

for binary, grayscale and color images, respectively. Methods for image conversion from
digital image processing field will be selected as the main operations for sets Fyp, Fyray
and F,,,-. In addition to these specific image conversion, other operations of rectangular
finite order matrices, if they are closed on these sets, may also be main operations. The
only purpose of this approach to the selection of operations is to connect the elements of
universal algebra among themselves by a large number of main algebra operations [13, 14].

All image conversions in DIA were divided into 3 classes: procedural, parametric
and generating ones [11, 12|. There are only first two classes in MDIA, because of
specificity of the developed image models. The following methods were considered as a
procedural conversion variants in the research: methods of image converting, methods of
the improving of visual characteristics, methods of image preparation, filtering methods,
and methods of morphological operations on the images [13]. These conversions are
parametric unary operations on matrices of universal algebras

Abina Agray and Acolor-
The important characteristics of the considered algebras are cardinalities of the subsets
Nbin C Mbina Ngray C Mgray and Ncolor - Mcolora

which are called sections of MDIA funnel [14]. The subsets are interconnected by image
converting transformations, which, in turn, are not closed and, therefore, are not the main
operations of the algebras [13].

Combining the above mentioned algebras into a single mathematical object with
converting operations, one can get a space to convert the images (image condition space,
the ICS). Formally, the ICS is written as

GSI = <{~Abim Agragn Acolor}, {O;Olorﬁgray7 O%ray%bm}> .
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The results of research of universal algebras with the matrix entries are definitions,
propositions, theorems, lemmas, statements and corollaries about semigroups, monoids
and abelian groups of universal algebras with rectangular matrices of finite order. Three
definitions and three corollaries were formulated, and 15 statements were proved for MDIA
on the set My, and with the main binary operations (Boolean operations on matrices). One
statement was proved, and one corollary was formulated for MDIA on the set Mg,,, and
with the unary parametric main operations (morphological operations on matrices). Three
definitions and one corollary were formulated, and 3 statements were proved for MDIA
on the set M,y and witn the binary main operations (Boolean operations on matrices
with vector elements). One statement was proved, and one definition was formulated for
MDIA on the set My,,, and with the main operations on matrices (filtering operation on
matrices). One statement was proved, and one definition was formulated for ICS [13].

Methods to calculate quantitative characteristics of the matrices of the considered
universal algebras (parametric conversions), in contrast to the procedural conversions, are
not their main operations, but are used in the field of digital image processing for matrix
measurement (image analysis). In researches they were presented by classes of methods to
calculate deterministic, probabilistic and structural linguistic features of the matrices of
universal algebras (objects of observation in images). [13].

The superposition of the main operations of universal algebras with the matrix entries
describes the mathematical methods of image processing modelling in ICS and is called in
MDIA (DIA and DIA1R) asT-DAICS Ry, descriptive algebraic image conversion scheme.
A composition of parametric transformations formally describes the process of measuring
of quantitative characteristics of the considered matrices and is called in MDIA (DIA
and DIA1R) as P-DAICS Rp. A consistent application of mathematical methods Ry and
Rp models the image processing with its subsequent analysis. Such combined functions
are usually performed by systems of computer and technical vision. Thus, mathematical
methods of processing modeling with the subsequent image analysis formally describe the
measurement functions of systems of technical and computer vision [13].

2. Method of Computing Experiment

Mathematical modeling of image processing and analysis in MDAI involves the
following steps such that the listed actions are carried out in strict compliance:
STEP 1. Form the initial data sample.

1. Define a size (width m and height n in pixels) of the initial images
Teotor = || < 7ij: 9ij, bij > ||, < 745, Gijs bij >€ Scotor, computational accuracy e, image
resolution dpcm.

2. Calculate a number of pixels 0 for accuracy ¢ in accordance with (1):

0= [dpimw W

3. Calculate a sectional size of a funnel Kj;, in MDIA Ap;,, =< My, Fpin > of binary
images lpin = ||2ijl, 2ij € Spin [13, 14]. Calculate p by formula (2). Substitute the

values of § and p in (3) and calculate coordinates of a vector ky;,. The sum of
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4.

e
coordinates of ky,, according to (4), is an evaluation of Kp;,.

P=>3 2 T = Izl 25 € Shin, 2)

i=1 j=1
kbin - (k}l;mz$7 R ZTzS) (Cgmév R ngné)v (3)

P+ p+o
K=Y _ k"= Cl.. (4)

l=p—§ l=p—§
Calculate a sectional size of a funnel K4, in MDIA Ay, =< Myray, Fyray > of
the halftone images Iyray = ||Yis]|, ¥ij € Sgray for each of image variants Iy, = ||z;;]|
with number of pixels [ = p — ¢, p 4§, which is allowable by accuracy ¢ [13, 14]. Let
||| = O%my%bm(ﬂyijﬂ, 6), where 6 is a converting threshold. Substitute the values

—
of §, p and 0 in (5) and calculate coordlnates of a vector Oy.qy. A value K4y is

—
calculated as a scalar product of vectors k:bm and 6,4, according to (6).

Oray = (0970, 6070) = (9"==0) (256 — )P=3 . gnm=(+0) (256 — 9)*5), (5)

p+9o p+é

Kgray kbzn ray = Z klbznebzn _ Z enm l 256 9) (6)

l=p—0 l=p—94

Calculate a sectional size of a funnel K.y, in MDIA A.pior =< Meoiors Frotor > of
the color images leoior = || < 745, 9ij» bij > |, < 7ij, 9ijs bij >€ Seotor, according to (7)
[13, 14].
3
Kcolor = (Kgray) . (7)

Calculate the geometrical probability that the selected images are in the funnel
section in MDIA of color images in accordance with (8).

Kcolor
2563nm ’

P = P(Icolor S Ncolor) - (8>

Form a set of initial images I= {I.olor } With probability P* and with any distribution
law of random numbers.

STEP 2. Develop a mathematical model and image processing and analysis algorithm.

1. Develop an algorithm of the three-tier architecture lower level [13, 14].

2. Develop an algorithm of the three-tier architecture middle level [13, 14].
3.
4

. Develop an algorithm of image processing and analysis, based on the algorithms of

Develop an algorithm of the three-tier architecture upper level [13, 14].

the lower, middle and upper levels.

Develop a mathematical model of image processing and analysis ;: {IL o1or } in MDIA
[13, 14].
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6. Choose optimized parameters of the mathematical model and formulate the objective
function [14, 15].

STEP 3. Optimize the objective function and clarify the mathematical model.

1. Calculate optimum values of the parameters of the mathematical model [14, 15].

2. Form a test set of the images _7: {I.otor} for analysis in accordance with step 7 of
STEP 1.

3. Evaluate a quality of the mathematical model.

It gives the author pleasure to thank Doctor of physical and mathematical sciences,
Professor G.A. Sviridyuk, and the entire teaching staff of the Department of mathematical
physics equations of SUSU for their attention to these researches and discussions of the
results.
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MATEMATNYECKWE METO/AblI MOAEJINMPOBAHUMS
OBPABOTKU 11 AHAJIN3A N30BPAXKEHUN

B MOINMOUITNMPOBAHHBIX JTECKPUIITUBHBIX
AJITEBPAX M30BPAXKEHUI

A.P. Ucexaxos

CraTbs MOCBSIIIEHa Pa3pabOTKE METO/[a MATEMATHIECKOIO MOJIETMPOBAHUsT 00PabOTKN
7 aHa/M3a n300pakKeHuil B annapare MOAUMDUIMPOBAHHBIX JECKPUIITUBHBIX aJredp mu300-
paxkenuii. B marepuasiax npuBejeHa KpaTKasi XPOHOJIOTHS CTAHOBJICHUS aJredpamiaecKoro
[IO/TXO/IA B UCCJIEJIOBAHUAX 3aPYOEKHBIX U OT€YECTBEHHBIX yUeHbIX. OMUCaHO COBPEMEHHOE
COCTOSTHUE MATEMATHIECKOTO alnapara MOAUMUIMPOBAHHBIX JIECKPUIITUBHBIX aJaredp m300-
pa)KeHI/IIU/I. PeSyﬂbTaTbI IIO0CJICJTHHUX I/ICCHG/:LOB&HI/IfI npeJacTaBJ/JIEHbI B BUJ€ METOMKU OpTraHn-
3aIMK BBIYUCIUTEIBHOIO SKCIIepuMenTa. Ha mepBoM sralie BBIYUCIUTETBHOIO SKCIIEPUMEHTA,
IIPOBOJINTCsI KOMOMHATOPHASI OIEHKA HAYAJIBHBIX M300parKeHuii, BEIOPAHHBIX CJLyYailHO U3
9UCIIa BCEX BO3MOXKHBIX BapraHTOB. HavyasibHbie m300parkeHusi Ha BTOPOM STAIle MCIIOIb3Y-
I0TCsI B pa3paboTKe ajrOpuTMa U MATEMATHIECKOIO METO/Ia MOJICTMPOBAHUs UX 00paboTKM
n anaan3a. Ha BTOpoMm 3Tame HEOOXOaMMO pas3padoTaTh MeIeBYI0 (PYHKITUIO JJIsi ONTHMU-
3alliM ¥ BbIOpaTh BapbUpyeMble IMapaMerpbl MaTeMaTudeckoit Mojenu. Ha Tperbem srare
JIJIsT TIONCKA, ONTUMAJIBHBIX 3HAYEHUN BAPbUPYEMBIX IIAPAMETPOB MATEMATHIECKON MOIEIN
JIOJI?KEH OBITh IIPUMEHEH MeHEeTUIECKUIl aJrOPUTM.

Karouesvie caosa: obpabomka u anasud u3obpasicernuli, mMoouPuuuposannas deckpun-
MUBHAA aN2e0Pa U300PadICEHUT, MEMOOD MATMEMAMULECKO20 MOJEAUPOBAHUA, KOMOUHAMOP-
HAA OUEHKE 8bLOOPKU, UEAeBAA PYHKUUA, 2EHEMUYECKUT GAOPUMM, MEMOOUKA GbIHUCAU-
MEABHO20 IKCNEPUMEHNA.
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