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The problem of dispatching discipline choice when managing programs are linked into
unified multi-loop computer control system is considered. It is shown that a problem of
control of such a system may be reduced to the problem of evaluation of states both robot
and controller. In multi-circuit computer control systems time intervals of residence of
robot in any state depends on both time complexity of control algorithm and dispatching
discipline. Two simplest disciplines of most common use are investigated: the cyclic
dispatching and foreground (quasi-stochastic) one. With use the formalism of semi-Markov
process models of functioning of control programs under investigated dispatching disciplines
are worked out. Mathematical relationships for time of return to any state of semi-Markov
process and time between switches are obtained. The parameters obtained are essential for
choice the efficient regimes of data processing when control of robots.

Keywords: robot, multi-circuit control, data processing, dispatching discipline, cyclic,
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Introduction

Main feature of computer control system of robots is their multi-functionality. When
multi-circuit object is under digital control emerges the task of evaluation of system
states in every current time. As a rule, in real single-processor control systems operation
of managing software modules resides under control of the dispatching program, which
defines, what module must be executed the next [1, 2, 3.

Organization of priorities of programs execution is defined by discipline of dispatching.
Due to the features of robot (constrained number of modules, rigid limits for time
complexity, etc.) discipline of dispatching must be extremely simple [4, 5].

One of the features of operation of onboard computer, which control a functioning
equipment of robots, is a steady data stream between them, sensors and servos. In the
case it is expedient to apply the cyclic scheduling disciplines. In such routines no task
has advantages over the other. Program launching is implemented on timer (synchronous
disciplines) or on signals of feedback, after completion of previous program (asynchronous
disciplines).

Priority scheduling disciplines also are applied for operation with steady data streams,
but the programs are executed in routine, defined with predetermined priorities. First of all
are processed data with highest priority, and then - with lower. Data processing lasts until
the list of tusks in queue complete, or finish time of cycle. For steady functioning of digital
control circuits both programs of processing of signal with wider spectrum (consequently
with higher sampling frequency) and programs with lower computational complexity would
have higher level of priority. Despite of rigid content of dispatching algorithms for external

14 Journal of Computational and Engineering Mathematics



ENGINEERING MATHEMATICS

observer sequence of execution of programs in onboard computer is unpredictable. This
fact permits to call this scheduling discipline the quasi-stochastic one.

Exactly because the simplicity of their realization and stability of operation, cyclic
and quasi-stochastic scheduling disciplines are rather of widely used in a control systems
of robots. When soft of robots is designed, functioning of dispatching programs is planned
in advance: demands to sampling frequency and semantic of signals processing is defined,
and schedule prepared with taking into account time characteristics of system and applied
software. So for proper planning of computational process time coordination of functioning
of control circuits is necessary, and evaluation of time factor of soft is quite actual task.
When evaluation of time factor it is necessary to divide functioning of robot onto the
states and to define both the residence of robot in its states and switching the states of
robot.

It is possible to evaluate the system states when there is proper approach to simulation
of software operation. The fundamental theory of semi-Markov process is widely used for
such purpose. So, the fundamental theory of semi-Markov process may be used to obtain
necessary expressions [6, 7, 8|.

1. Generalized Models of Cyclic and Foreground Dispatching
Disciplines

Models of cyclic and foreground dispatching disciplines are different in principle.

In cyclic (simplest) discipline software modules are executed in turn, one after another.
Order of priority is exactly pre-determined. Generalized structure of such order is shown
on Fig. 1, where Aq,..., A,,,..., Ay are the software modules of robot.

In foreground disciplines there is no strict sequence on starting of software modules.
In embedded systems order of execution is determined by current condition of units
under control [9]. Due to the fact proper software module may be starts up in any time.
So, for external observer a selection of modules by dispatching program is occasional
and such disciplines may be called quasi-stochastic (Fig. 2). In generalized structure
of quasi-stochastic disciplines A is the model of dispatching operator, which distributes
management to proper module in accordance with algorithm embedded into controller.

The models of both disciplines are formed from semi-Markov processes

Hm = {Amvhm(t)}7 0<m< M, (1)

where A, is a set of states of m-th process; by, (t) = |[hjom)nm)(t)] is a semi-Markov
matrix; ¢ is a time; 1 < j(m),n(m) < J(m).

Without loss of generality it is possible to assume that in set
Ay = Qim)s - -5 Aj(m), - - - » Qy(m) State ajgy) is the initial one, and state aju,) is the
absorbing one (Fig. 1) [10]. Due to the fact that semi-Markov processes u,, are
the models of real software modules of embedded systems, each state of subset
A2(m)s - - - » Wj(m), - - - » Aj(m) 1S attainable from ay(y), and state a;() is attainable from
A1(m)s - - > Aj(m), - - - » @J(m)—1. Lhus in semi-Markov matrices Ry, (t)hjim)mnm)(t) = 0 for
0 < j(m) < J(M).

With use of formulas, which were obtained in [11], time of reaching a J(m) from aj(m)
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Fig. 2. Structure of quasi-stochastic
dispatching discipline

Fig. 1. Structure of cyclic
dispatching disciplines

may be defined:
fu(t) = L7 {1I1(m) D AL} CIJ(m)—‘ (2)

where 1T 1(m) 18 a row vector in which first element is equal to one, and all other elements
are equal to zeros; “T J(m) i a column vector in which J(m)-th element is equal to one, and
all other elements are equal to zeros; L[...] and L' [...] are direct and inverse Laplace
transforms, correspondingly.

Expectation and dispersion of time of reaching a () from a;(,) are the next

oo

T, = /Zf Lt |7111(m) . Z{L [hm(t)}}k . CIJ(m)—‘ dt;

Dy, = /(t ~T) L7 {111(m) D AL (0]} CIJ(m)—‘ dt.
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2. Parameters of Cyclic Dispatching Disciplines

Semi-Markov matrix describing the cyclic dispatching discipline is as follows:

Ch(t) = [Chmn(t)] (3)

where

fm() when1<m < M—1,n=m+1; or when m =M, n=1;
C =
omn () 0 in all other cases.

It is simple to prove, that semi-Markov process (3) is the recurrent and ergodic one.
For ergodic semi-Markov process (3):

e density of time of return to m-th state is defined as

Cgm(t) =L [H L [fm(t)]]

and it is quite equal to all software modules;

e minimal, average and maximal time of returning are equal to

M M M
c o .C _ .C _
Tmin = E Tm min; Tmid = E Tma Tmax — E Tm max
m=1 m=1 m=1

where 1), mins T, Trnmax are the lower limit of range of definition, expectation and
the upper limit of range of definition f,,(t), correspondingly.

Dispersion of time of returning to any state is equal to °D = fozl D,,.
These parameters are equal for all states of semi-Markov process (3). Besides, for said
process:
e the probability of residence in m-th state for an external observer is equal to [12, 13|
T,

“Trmid

Cﬂ-mid =
e the expectation of time between switches is equal to

Gorl8) = 3 T fun(1): (4)

Average time and dispersion of time between switches are equal to

M
T = /t Z 7Tmfm(t)dt;
0 m=1

p— / (t =TS Tt}
0 m=1
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3. Parameters of Quasi-Stochastic Dispatching Discipline

Semi-Markov matrix describing the quasi-stochastic dispatching discipline has
dimension (M + 1) x (M + 1) and is as follows

Ch(t) = [Chma(t)], (5)
where
Pp L fu(t), when m =0and 1 <m < M;
0, in all other cases.

dp, is a probability of choice by dispatcher the n-th software module after completion
execution of a current program; f,,(t) is a density of time of operation of dispatcher when
choosing n-th software module.

It is simple to prove, that semi-Markov process (5) is the recurrent and ergodic one.
In ergodic semi-Markov process there are differences in expressions for time intervals of
returning the process into state Ay, and into states Ay, ..., A, ..., Ay

The density of time of returning to state A is as follows:

M
ng(t) = Z dpm L [dfm(t)} L [fm(t>]
m=1
Minimal, average and maximal time of returning to state A, is equal to:

. d .
QTminO = min (Tmmin + Tmmin) )

M
QTmidO = Z dpn<Tm +d Tm)a

m=1
: d
QTmaxO = min (Tmmax + Tmmax) )

where T min,@ T @ Thimax are the lower limit of range of definition, expectation and the
upper limit of range of definition ¢f,,(t), correspondingly.
Dispersion of time of returning to state Ag is equal to

M
QDgo = Z dpm |:(Tm —I—d Tmmin)2 + Dm +d Dmmin:| -Q TI%lidO'
m=1

Density of time of returning to m-th state is as follows

where -~ ~
7 | hoolt) Tamm(t) | .
.- [ 5]
EO,O(t) = L_l Z L [dpn A fn(t)} L [dfn<t>] )
i
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hm,m(t) =L [L [dpm A fm(tﬂ L [fm(t)u ;

Ic:((1)>; I.=(0,1); 1<m<M.

Minimal, average and maximal time of returning to m-th state is equal to:

. d .
QTminm = min (Tmmin + Tmmin) )

U (VT 4 Th);

M=

1
QTmidm —d Tm + Tm + W ' (1 _dpm) '

m 1

3

S
Sl
3!

Q —
Tmaxm = O0.

The dispersion of time of returning to m-th state is as follows:

dpm dp2 )
where
1 M 2 1 M
ijm = : d n |:an Dn dTn Tn - d n dT T,
v Zl + Dy + (‘T + T,) i nzlp( +1T)

Besides, for said process:

e probability of residence in m-th state for an external observer

M
> w4 T
Q. _ m=l .
o QTmidO ’
T
U, = 3 1<m< M,
Tmidm
e density of time between switches
M M
) =270 Y pm - fn() + Y O fin(t).
m=1 m=1

For time between switching average time and dispersion can be found as

QT:/ 7TOdem d.fm ‘I'Z 7Tmfm ]
M
°p = / (t-9T)- Z +Z T fon(t ]
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4. Experiment

Experimental verification of proposed method was carried out on models, structures
of which are shown in Fig. 3.

()

@ 2 U

Fig. 3. Examples of cyclic (a) and quasi-stochastic (b) disciplines of dispatching

Densities of time of programs execution in every cases are described by the uniform

distribution law
2, when 0,75 <t <1,25

fm(t) = { 0, in all other cases.

Density of time of execution of dispatching program is described by the uniform

distribution law
folt) = { 2, when 3,75 <t <0,625
0, in all other cases.

Theoretical results received were verified experimentally using the Monte-Carlo
method [14]. Histograms of time of return cyclic process into state 1 “g;(t), and time
between switching “g(¢) are shown in Fig. 4. Experimental evaluation of expectation of
time T} = 3,012 gives an error 0,4%. Experimental evaluation of expectation of time

T = 1,005 gives an error 0,5%.
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Fig. 4. Histograms of time of return into state 1 “g(¢), and time between switching ©g¢(t) in the
case of cyclic discipline of dispatching

Histograms of time between of return cyclic process into state 0 “go(t), and time
between switching @g(t) are shown in Fig. 5. Experimental evaluation of expectation of
time @7y = 1,509 gives an error 0,6%. Experimental evaluation of expectation of time
QT = 0,830 gives an error 0,48%.
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Fig. 5. Histograms of time of return into state 0 ?go(t), and time between switching @g(t) in the
case of quasi-stochastic

5. Conclusion

So in the article main relations between time complexities of software modules,
dispatching discipline, time and probabilistic characteristics of dispatcher in complex,
multi-circuit computer control systems of robots are obtained. For cyclic discipline, the
variation of time complexities of software modules is the only possibility of control the time
intervals between transactions. When quasi-stochastic discipline, to the time complexities
the algorithm of selection of modules is supplemented. The algorithm, in turn, defines
probabilities (frequencies) of launching the software modules.

Time intervals are significantly important parameter from point of view insertion
the computer into control circuit as the feedback element. Optimization of time under
consideration permits to improve quality characteristics of control. Results obtained permit
to ensure the required limits of time intervals, for example, to achieve time intervals when
polling regime fulfill the requirements of Nyquist-Shannon sampling theorem. Further
research in this area may be directed onto working out the method of optimization of
time intervals in multi-circuit computer control systems of robots.

The reported study was partially supported by RFBR and Tula Region Government,
research project no. 16—41-710160 r_a.
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JAUCIIETHEPU3AILINA B ITPOI'PAMMAX VIIPABJIEHN A
MOBUJIbBHBIMU POBOTAMU

E. B. Jlapxun, B. B. Komos, A. H. Heymun, A. H. IIpusa.nos

PaccmarpuBaercs mpobsiema BbIOOPA JUCIUILINHBL JUCIIETIEPUIAINH JIJIs CIydasi, KO-
2 YIIPaBJISIIONIE IPOrPaMMbl OObEIMHEHBI B OJIHOW MHOTOKOHTYPHOI CHCTEME YIIpaBJie-
uusi. [lokazano, 4To 3a/1a9a ypaBieHns: TAKON CHCTEMOM MOYKeT OBITh CBEJIeHA K IIPObIeMe
OIIEHKH COCTOSTHUN pOOOTa M KOHTpOJUIEpa. B MHOTOKOHTYPHOII cucTeMe YIpaBJIeHUsl Bpe-
MEHHbIE MHTEPBaJIbl HaXOXKJIEHUsI pobOTa B JIIOOOM U3 COCTOSIHUI 3aBHUCST OT BPEMEHHOI
CJIO’KHOCTH aJITOPUTMa, YIPABJIEHUsI U JUCIUILINHBI Jucnerdepusanuu. VccjaenoBaHbl JiBe
HanboJIee IPOCTHIX U HAMDOJIEE PACIIPOCTPAHEHHBIX CXEMBI JUCIETIePUIAINAN: TUKINIECKAST
U KBas3ucToxacTudieckas. JlJisi mcciieyeMbIX JUCIUILIAH JACIETIEPU3ANANA ¢ TPUMEHEHN-
€M TIOJIyMapKOBCKHX IIPOIECCOB pa3pabOTaHbl MO (OyHKIMOHUPOBAHUS YITPABJISIONTIX
nporpamM. [Tosryuensr MaTemMaTHdecKkne COOTHOIIEHUS JJIsI OTIPE/IeJIeHNsT BPEMEH! BO3BPa-
Ta, K JIFOOOMY COCTOSIHUIO IT0JIyMapKOBCKOT'O IIPOIIECCA U BPEMEHU MEXKLY HEPEKIFOUeHU M.
[Tonyuyennnie mapaMeTpbl HEOOXOIUMBI st BbIOOPa 3(MMEKTUBHBIX PEKMMOB 00pabOTKH
JIAHHBIX [P POOOTU3NPOBAHHOM YIIPABJICHUN.

Karouesvie caosa: pobom, MHOZOKOHMYPHGA CUCMEMA YNPasieHus, odpabomka OaH-
ML, QUCUUNAUHG QUCTLEMYUEPUSAUUL, UUKAUECKAA, KEA3UCMOTACTMUYECKAA, TNOAYMAPKOG-

CRUll NPouecc, 8pems 6036PAMA, SPEMS MENHCIY NEPEKAOUEHUAMU.
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