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The notion of mean derivatives was introduced by E. Nelson in 60-th years of
XX century and at the moment there are a lot of mathematical models of physical
processes constructed in terms of those derivatives. The paper is devoted to investigation of
stochastic differential equations with osmotic velocities, i.e., with Nelson’s antisymmetric
mean derivatives. Since the osmotic velocities of stochastic processes shows "how fast the
randomness grows up", such research is important for investigation of models of physical
processes that take into account stochastic properties. An existence of solution theorem for
those equations is obtained.
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Introduction

The notion of mean derivatives was introduced by E. Nelson [1, 2, 3| for the needs of
the so-called Nelson’s stochastic mechanics (a version of quantum mechanics). Later a lot
of applications of mean derivatives to some other branches of science were found. It should
be pointed out that among Nelson’s mean derivatives (forward, backward, symmetric and
antisymmetric, etc.) the symmetric derivatives called current velocities, play the role of
natural analogues of physical velocity of deterministic processes. That is why inestigation
of equations with with current velocities is very important for stochastic models for many
physical processes.

In this paper we investigate those equations and obtain an existence and uniqueness
theorem for their solutions.

Some remarks on notations. In this paper we deal with equations and inclusions in
the linear space R”, for which we always use coordinate presentation of vectors and linear
operators. Vectors in R™ are considered as columns. If X is such a vector, the transposed
row vector is denoted by X*. Linear operators from R" to R" are represented as n x n
matrices, the symbol * means transposition of a matrix (pass to the matrix of conjugate
operator). The space of n x n matrices is denoted by L(R", R").

By S(n) we denote the linear space of symmetric n x n matrices that is a subspace in
L(R™, R™). The symbol S (n) denotes the set of positive definite symmetric n x n matrices
that is a convex open set in S(n). Its closure, i.e., the set of positive semi-definite symmetric
n x n matrices, is denoted by S, (n).

For the sake of simplicity we consider equations, their solutions and other objects on
a finite time interval ¢ € [0, 7.

We use Einstein’s summation convention with respect to shared upper and lower

indices. By the symbol 22- we denote both the partial derivative and the vector of basis
in the tangent space.
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1. Preliminaries on the mean derivatives

Consider a stochastic process £(t) in R™, ¢ € [0,1], given on a certain probability space
(Q, F,P) and such that £(t) is Li-random variable for all ¢.

Every stochastic process £(t) in R", t € [0, ], determines three families of o-subalgebras
of o-algebra F:

(i) the "past" P¢ generated by pre-images of Borel sets in R” by all mappings & (s): Q—R"
for 0 < s <t

(ii) the "future" Ff generated by pre-images of Borel sets in R™ by all mappings
E(s): Q=R fort <s<I;

(iii) the "present" ("now") N} generated by pre-images of Borel sets in R by the mapping
£().

All families are supposed to be complete, i.e., containing all sets of probability 0.

For convenience we denote the conditional expectation of &(t) with respect to N by
ES().

Ordinary ("unconditional") expectation is denoted by E.

Strictly speaking, almost surely (a.s.) the sample paths of £(¢) are not differentiable for
almost all . Thus its "classical" derivatives exist only in the sense of generalized functions.
To avoid using the generalized functions, following Nelson (see, e.g., [1, 2, 3|) we give a
definition.

Definition 1. (i) Forward mean derivative DE(t) of £(t) at time t is an Ly-random variable
of the form

(1)

where the limit is supposed to exists in L1(2, F,P) and At — +0 means that At tends to
0 and At > 0.
(11) Backward mean derivative D,E(t) of £(t) at t is an Ly-random variable

D.g(t) = i £ (=220, )

At—+0 At

where the conditions and the notation are the same as in (i).

Note that mainly DE(t) # D.&(t), but if, say, £(¢) a.s. has smooth sample paths, these
derivatives evidently coinside.

From the properties of conditional expectation (see [4] ) it follows that DE(t) and
D,&(t) can be represented as compositions of £(¢) and Borel measurable vector fields

(regressions)
YOt,x) = lim E (i(t A = L) |€(t) = :p> ,

At—10 At

Y(t.x) = lim E(f(”‘i(j‘“)raw:x) 3)

At—+40

on R". This means that DE(t) = YO(t,£(t)) and D,E(t) = Y2(t,£(t)).

Definition 2. The derivative Dg = %(D + D.,) is called symmetric mean derivative. The
derivative Dy = %(D — D,) is called anti-symmetric mean derivative .
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Consider the vector fields
1
vi(t x) = S (VO @) + Y2 (7))

and
ué(t,2) = 5 (YOt ) — YO (t,2)).

Definition 3. v¢(t) = v*(t,£(t)) = Ds&(t) is called current velocity of £(t);
ut(t) = u(t, £(t)) = DAE(L) is called osmotic velocity of £(t).

For stochastic processes the current velocity is a direct analogue of ordinary physical
velocity of deterministic processes (see, e.g., [1, 2, 3, 5]). The osmotic velocity measures
how fast the "randomness" grows up.

Recall that Ito process is a process £(t) of the form

t

E(t) =& —I—/a(s)ds—l—/A(s)dw(s), (4)

0

where a(t) is a process in R™ whose sample paths a.s. have bounded variation; A(t) is
a process in L(R™ R") such that for any element A’(t) of matrix A(t) the condition
P(wl fOT(Az)th < 00) = 1 holds; w(t) is a Wiener process in R"; the first integral is
Lebesgue integral, the second one is [t6 integral and all integrals are well-posed.

Definition 4. An It6 process £(t) is called a process of diffusion type if a(t) and A(t)
are not anticipating with respect to Pf and the Wiener process w(t) is adapted to Pf.
If a(t) = a(t,&(t)) and A(t) = A(t,£(t)), where a(t,x) and A(t,z) are Borel measurable
mappings from [0,T] x R™ to R™ and to L(R"™, R™), respectively, the It6 process is called a
diffusion process.

Below we are dealing with smooth fields of non-degenerate linear operators
A(z) : R" - R", z € R" (i.e., (1,1)-tensor field on R™). Let £(¢) be a diffusion process in
which the integrand under It6 integral is of the form A(£(t)). Then its diffusion coefficient
A(z)A*(x) is a smooth field of symmetric positive definite matrices a(z) = (a¥(z)) ((2,0)-
tensor field on R™). Since all these matrices are non-degenerate and smooth, there exist
the smooth field of converse symmetric and positive definite matrices (a;;). Hence this
field can be used as a new Riemannian (-, -) = a;;dz’ ® dz? on R"™. The volume form of
this metric has the form A, = \/det(a;;)da! Adz* A -+ A da™.

Denote by p*(t,x) the probability density of random element £(¢) with respect to the
volume form dt A A, = \/det(a;;)dt Adx* Adz? A--- Adz™ on [0,T] x R", i.e., for every
continuous bounded function f : [0,7] x R™ — R the relation

T

/Euwwmﬁzj !ﬂ%@MPdh}/ [ o an, | d

0 0,7] \Re

holds.

34 Journal of Computational and Engineering Mathematics



COMPUTATIONAL MATHEMATICS

Lemma 1. [[6, 7] Let &(t) satisfy the Ito equation

Et) = &+ / (s, £(s))ds + / As, €(s))duw ().

Then 5 (i (1. )
1= (aYps(t,z)) O
13 _ - OxJ ) .

w(t o) 2 pE(t, x) Ox’ (5)

where (o) is the matriz of operator AA*.

Remark 1. Denote by Z(x) the vector field whose coordinate presentation is a : axr One
can easily derive from (5) that ué(t,z) = 3Gradlog p*(t, z) + 1=(z) where Grad denotes
the gradient with respect to metric a(-, ). Indeed,

2 (ahipi(t,x) 0 1 % 5 19ai 9

pi(tyx)  Oxt 2 pt Oxf T3 dxd Oxt’

9,

9ps
ijoal O __ I3 9o 9 =
where « Lp = Gradlog p> and T % = =,

Lemma 2. [[3, 5]] For v5(t,z) and p*(t,x) the following interrelation

§(t,x
% = —Div(vt(t, ) pc(t, 2)), (6)

(known as the equation of continuity) takes place where Div denotes the divergence with
respect to Riemannian metric a(-,-).

Following |8, 5] we introduce the differential operator D, that differentiates an L,
random process (), t € [0, 7] according to the rule

Dot(t) = 1im ps(UH A ZED)ECE+ AY = &1

At—140 VAN

); (7)

where (£(t+ At) —&(t)) is considered as a column vector (vector in R™), (§(t+ At) —&(¢))*
is a row vector (transposed, or conjugate vector) and the limit is supposed to exists in
Li(€2, F,P). We emphasize that the matrix product of a column on the left and a row on
the right is a matrix so that Dy{(t) is a symmetric positive semi-definite matrix function
on [0, 7] x R™. We call Dy the quadratic mean derivative.

Theorem 1. (/5, 8/) For an Ito diffusion type process &(t) of (4) form the forward
mean derwative DE(t) exists and equals E* (a(t)). In particular, if £(t) a diffusion process,

DE(t) = a(t,£(1)).

Theorem 2. ([5, 8]) Let &(t) be a diffusion type process of (4) form. Then
Dy&(t) = Ef[a(t)] where at) = AA* is the diffusion coefficient. In particular, if £(t) is
a diffusion process, Do&(t) = a(t,£(t)) where o = AA* is the diffusion coefficient.

Lemma 3. (/5, 8/) Let a(t,x) be a jointly continuous (measurable, smooth) mapping
from [0,T] x R™ to S;(n). Then there exists a jointly continuous (measurable, smooth,
respectively) mapping A(t, x) from [0,T] x R™ to L(R™ R™) such that for allt € R, x € R"
the equality A(t, z)A*(t,x) = a(t,z) holds.
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2. Main results

Consider C*°-vector field u(t,z) and (2,0) symmetric autonomous positive definite
C>-tensor field a(z) on R". Recall that the field «(z) is described by the field of symmetric
positive definite matrices (a)(x). Since that field is C*°-smooth and positive definite, the
field of converse matrices (oy;) exists and can be considered as a Riemannian metric (see
Section 1). To avoid some technical difficulties, we suppose that u(t, z), a(z) and Z(z) (see
Remark 1) are uniformly bounded with respect to the corresponding norms.

Definition 5. The system

{ DAE(t) = ul(t, £(1)), (8)
Dy&(t) = au(t,£(t))

1s called the first order differential equation with osmotic velocity.

Definition 6. We say that (8) has a solution on the interval [0,T] if there exists a
probability space (2, F,P) and a process &(t) given on (2, F,P) fort € [0,T], such that it
satisfies (8).

Taking into account formula (5) and Remark 1, one can easily see that (8) can
have a solution not for all right-hand sides since u and « should be connected by the
formula u(t,z) = $(E(x) + Grad log p(t, z)) where p(t,x) for every ¢ is a probabilistic
density with respect to the Lebesgue measure on R". Introduce py)(x) = logp(t, )
(hence p(t,z) = e’®®) and so we can transform the above expression for u to the
form u(t,z) = 1Gradpg(z) + 32(x) where Z(z) is known since its coordinates consist of
partial derivatives of known and smooth field a(z). Note that u(t, x) is also known by the
hypothesis. Hence, Gradp(t,z) = 2u(t,z) — Z(z). Denote by (2u(t,z) — Z(z))" the i-th
coordinate of vector 2u(t, ) —=(x) and by (dp()); the j-th coordinate of 1-form dp;) (total
differential of p(;), here d is external differential). Then (dpg)); = ay;(2u(t, z) — Z(z))" and
so dp( is known.

It is a well-known fact that one can recover p() from dpq) up to an additive constant.
Indeed, specify a certain value of p() (for simplicity we take this value equal to 0) at the
origin in R™. For any point € R" construct the value p(x) for an arbitrary specified
t as follows. Let ¢ be a smooth curve connecting 0 and x. Then define py)(z) = [ dp).
Take another smooth curve o; connecting 0 and z, and consider the union of ¢ and o; as
the boundary 0f2 of an arbitrary specified 2-dimensional sub-manifold € in R™. Then by
the Stokes formula (see, e.g., [10]) ¢, dp@) = [[, ddpg). Since d* = 0, ¢, dp(t) = 0 and

so the value p()(z) does not depend on the choice of o.

Assumption 1. We suppose that for every t € [0,T] the integral fRn e?0 @ dx s finite,
i.e., 1s equal to a certain finite constant C(yy that is C*°-smooth in t.

Theorem 3. If Assumption 1 is satisfied, equation (8) has a solution.

Proof.

It follows from Assumtion 1 that p(t,z) = e"“®eP® @ is a probabilistic density. This
allows us to find the current velocity of the solution. Here we use formula (6). Note that
p(0,2) = e “@eP@@) does not equal zero everywhere in R™. It is shown in [11] that in
this case p()(z) = po)(9-¢(r)) — Jy(Div v)(s,gu(g-+(x))ds, po = logpo where g is the
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flow of vector field v, the current velocity of solution. From this formula one can easily see
that the densities of this sort and C'™ vector fields with complete flows are in one-to-one
correspondence. Thus v is uniquely determined.

Thus we can find the forward mean derivative of the solution by the formula
a(t,z) = v(t,z) + u(t, z).

From Lemma 3 and from the hypothesis of Theorem it follows that there exists smooth
and uniformly bounded A(x) such that A(z)A*(z) = a(z). Then from the general theory
of equations with forward mean derivatives it follows that £(¢) having the density p(t, x)
as above, must satisfy the stochastic differential equation

t t

Et) = &+ / (s, £(s))ds + / As, €(s))du(s). (9)

0 0

From the hypothesis and from results of [9] it follows that (9) for initial condition with
density po has a unique strong solution £(t) well-posed for t € [0, 7]. Thus, by Theorem 2
Do&(t) = a(&(t)). The fact that D4&(t) = u(t, &(t)) follows from the construction.

O

This research is supported by Russian Science Foundation (RSF) Grant 14-21-00066,
being carried out in Voronezh State University.

References

1. Nelson E. Derivation of the Schrodinger Equation from Newtonian Mechanics.
Physical Review, 1966, vol. 150, no. 4, pp. 1079-1085. doi: 10.1103 /PhysRev.150.1079

2. Nelson E. Dynamical Theory of Brownian Motion. Princeton, Princeton University
Press, 1967.

3. Nelson E. Quantum fluctuations. Princeton, Princeton University Press, 1985.

4. Parthasarathy K.R. Introduction to Probability and Measure. New York, Springer—
Verlag, 1978.

5. Gliklikh Yu.E. Global and Stochastic Analysis with Applications to Mathematical
Physics. London, Springer—Verlag, 2011. doi: 10.1007/978-0-85729-163-9

6. Cresson J., Darses S. Stochastic Embedding of Dynamical Systems. Journal
of Mathematical Physics, 2007, vol. 48, mno. 7, pp. 072703-1-072303-54.
doi: 10.1063/1.2736519

7. Gliklikh Yu.E., Mashkov E.Yu. Stochastic Leontieff Type Equations and Mean
Derivatives of Stochastic Processes. Bulletin of the South Ural State University. Series:
Mathematical Modelling, Programming and Computer Software, 2013, vol. 6, no. 2,
pp- 25-39.

8. Azarina S.V., Gliklikh Yu.E. Differential Inclusions with Mean Derivatives. Dynamic
Systems and Applications, 2007, vol. 16, no. 1, pp. 49-71.

2016, vol. 3, no. 2 37



Yu. E. Gliklikh, K. A. Samsonova

9. Gihman I.1., Skorohod A.V. Theory of Stochastic Processes. V. 3. New York, Springer—
Verlag, 1979. doi: 10.1007/978-1-4615-8065-2

10. Sternberg S. Lectures on Differential Geometry. N.J., Englewood Cliffs, Prentice Hall,
1964.

11. Azarina S.V., Gliklikh Yu.E. On Existence of Solutions to Stochastic Differential
Equations with Current Velocities. Bulletin of the South Ural State University. Series:
Mathematical Modelling, Programming and Computer Software, 2015, vol. 8, no. 4,
pp. 100-106. doi: 10.14529/mmp150408

Yuri E. Gliklikh, Doctor of Physico-Mathematical Sciences, Full Professor, Department
of Algebra and Topological Analysis Methods, Voronezh State University (Voronezh,
Russian Federation), yeg@math.vsu.ru.

Kristina A. Samsonova, Undergraduate, Department of Algebra and Topological
Analysis Methods, Voronezh State University (Voronezh, Russian Federation), kristina-
samsonova92@rambler.ru.

Received May 13, 2016

YAK 517.94519.216.2 DOI: 10.14529/jcem1602004

O CYIIIECTBOBAHNMU PEIIIEHNI CTOXACTUYECKUX
ANO®PEPEHITNAJILHBIX YPABHEHIIL C
OCMOTUNYECKVMNU CKOPOCTAMU

IO. E. T'hnukaux, K. A. Camconosa

IlonsaTHe NPOM3BOAHBIX B CpelHeM ObLIO BBeaeHo . HembconoM B 60-x romax XX Beka
U K HACTOSIIIIEMY MOMEHTY MMeeTCsi MHOI'O MaTeMATHIECKUX MOJe/eil (DU3NIECKHUX TPOIEC-
COB, TIOCTPOEHHBIX B TEPMUHAX ITUX MMPOU3BOJAHBIX. Hacrosmas craTbs MOCBSINEHA W3y e~
HUTO CTOXACTUIECKUX TN PEPEHITNATBHBIX YPABHEHNH ¢ OCMOTHIECKIUMU CKOPOCTSIMH, T.€. C
AHTUCUMMETPUIECKUMU TTPOU3BOAHBIMI B cpemeM 1o Hembcony. Ilockonmbky ocMoTutieckme
CKOPOCTH CTOXaCTUIECKHUX IPOIECCOB MOKA3BIBAIOT <HACKOJIBKO OBICTPO HAPACTAET CJIydaii-
HOCTB>>, 9TO UCCJIEIOBAHNE BaXKHO JIJIsl U3y IEHUsI MOJeJiell (pU3NIeCKuX MPOIECCOB, KOTOPHIE
VUHUTBIBAIOT cTOXacTudeckue cBoficTBa. [losrydena Teopema CylieCTBOBAHUS PEIIEHUN JIJIst
YKa3aHHBIX yPABHEHMUI.

Karouesvie caosa: npouseoduvie 6 cpedhem, YPaBHEHUS € OCMOMUYECKUMU CKOPOCTA-

MU, CYWECMBOBAHUE PEWLEHUT.
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